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The interaction between a turbulent flow and a porous boundary is analyzed with focus on7
the sensitivity of the roughness function, Δ𝑈+, to the upscaled coefficients characterizing8
the wall. The study is aimed at (i) demonstrating that imposing effective velocity boundary9
conditions at a virtual plane boundary, next to the physical one, can efficiently simplify10
the direct numerical simulations (DNSs); and (ii) pursuing correlations to estimate Δ𝑈+ a11
priori, once the upscaled coefficients are calculated. The homogenization approach employed12
incorporates near-interface advection via an Oseen-like linearization, and the macroscopic13
coefficients thus depend on both the micro-structural details of the wall and a slip-velocity-14
based Reynolds number, 𝑅𝑒𝑠𝑙𝑖 𝑝. A set of homogenization-simplified DNSs is run to study15
the channel flow over transversely isotropic porous beds, testing values of the grains’ pitch16
within 0 < ℓ+ < 40. Reduction of the skin-friction drag is attainable exclusively over17
streamwise-aligned inclusions for ℓ+ values up to 20–30. The drag increase over spanwise-18
aligned inclusions (or streamwise-aligned ones at large ℓ+) is accompanied by enhanced19
turbulence levels, including intensified sweep and ejection events. The r.m.s. fluctuations20
of the transpiration velocity at the virtual plane, �̃�𝑟𝑚𝑠, is the key control parameter of21
Δ𝑈+; our analysis shows that, provided �̃�𝑟𝑚𝑠 ≲ 0.25, then �̃�𝑟𝑚𝑠 is strongly correlated22
to a single macroscopic quantity, Ψ, which comprises the Navier-slip and interface/intrinsic23
permeability coefficients. Fitting relationships forΔ𝑈+ are proposed, and their applicability is24
confirmed against reference results for the turbulent flow over impermeable walls roughened25
with three-dimensional protrusions or different geometries of riblets.26

Key words: To be chosen during online submission.27

1. Introduction28

Turbulent channel flows are characterized by substantially large skin-friction drag, compared29
to laminar ones, and this can have severe consequences on the performance of fluid transport30
systems, in terms of efficiency, running costs, and the reduction of emissions. There is a vast31
literature on turbulence in smooth channels (Kim et al. 1987; Mansour et al. 1988; Bernard32
et al. 1993; Jeong et al. 1997; Jiménez & Pinelli 1999; Vreman & Kuerten 2014), which33
has focused, for instance, on the behaviors of the primary turbulent fluctuations and the34
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higher-order statistics, on the role of ejection and sweep events in the generation of Reynolds35
stresses, on nonlinear recurrent patterns, or on the autonomous regeneration cycle responsible36
for maintaining near-wall turbulence. Since the seminal work by Nikuradse (1933), the study37
of turbulent flow in channels delimited by rough boundaries has become a major focus of38
research, whether the goal is (i) to explore how given surface topographies can alter the near-39
wall turbulence and the skin-friction drag (Orlandi et al. 2006; Orlandi & Leonardi 2006,40
2008; Wang et al. 2021; Monti et al. 2022; Hao & Garcı́a-Mayoral 2024), (ii) to propose41
and test simplified models for numerical analysis (Bottaro 2019; Lācis et al. 2020; Ahmed42
et al. 2022b) or even predictive correlations (Forooghi et al. 2017; Flack et al. 2020), or (iii)43
to optimize and assess the feasibility of wall-based energy-saving control strategies of either44
active (Antonia et al. 1995; Kang & Choi 2000; Choi 2002; Wise & Ricco 2014; Cheng45
et al. 2021) or passive nature (Walsh & Lindemann 1984; Bechert et al. 1997; Rastegari &46
Akhavan 2015; Rosti et al. 2018; Endrikat et al. 2021b). This introductory section centers47
around these important aspects.48

Passive drag reduction techniques (i.e., micro-textured surfaces, permeable substrates, etc.49
able, with no energy input, to favorably manipulate the turbulent boundary layer with a50
view to reducing the turbulent skin-friction drag compared to the smooth surface case) have51
been the subject of intense research activities. Properly designed superhydrophobic surfaces52
(SHS) and liquid-infused surfaces (LIS), permitting large effective slip thanks to air (or liquid53
lubricant, respectively) being trapped within grooves/cavities/micro-grates formed on them,54
can yield substantial drag reduction in turbulent channel flows (Park et al. 2013; Rastegari55
& Akhavan 2015; Fu et al. 2017; Chang et al. 2019). Riblets (longitudinal surface grooves)56
have proved to mitigate the velocity fluctuations near the wall, resulting in a more uniform57
flow field (Bechert & Bartenwerfer 1989). The skin-friction drag over surfaces altered with58
riblets is crucially sensitive to their geometry and to the Reynolds number of the flow in their59
vicinity (characterized, for instance, by the lateral spacing of riblets measured in wall units,60
ℓ+) as found by many investigators (Walsh & Lindemann 1984; Bechert et al. 1997; El-Samni61
et al. 2007; Gatti et al. 2020; Endrikat et al. 2021a,b; von Deyn et al. 2022). For example,62
the experiments by Bechert et al. (1997) on different configurations of riblets revealed that63
an optimized drag reduction of almost 10% can be attained, in particular with longitudinal64
blade ribs having depth and thickness equal to, respectively, 0.5 and 0.02 times the lateral rib65
spacing and with ℓ+ ≈ 17. It should be noted that drag reduction ceases when ℓ+ exceeds a66
value of about 30, and this is associated with the occurrence of inertial-flow mechanisms such67
as a Kelvin–Helmholtz instability (Garcia-Mayoral & Jimenez 2011; Endrikat et al. 2021a).68
Manipulating the turbulent boundary layer and achieving skin-friction reduction by means69
of properly engineered permeable substrates have recently caught the attention of many70
researchers. The porous medium permeability coefficients (K̂𝑖 𝑗) and the Navier slip lengths71

(�̂�𝑖) are the main parameters whose role has been examined in a number of investigations, with72
different micro-structures of the substrate, sizes of the solid inclusions, porosities (𝜃), and73
flow conditions. Throughout this paper, 𝑥, �̂� and 𝑧 refer to, respectively, the streamwise, wall-74
normal and spanwise directions. Among the configurations studied, transversely isotropic75
porous beds of streamwise-preferential permeability K̂𝑥𝑥 >> K̂𝑦𝑦 = K̂𝑧𝑧 , for instance those76
constructed with cylindrical inclusions elongated in the direction of the mean flow, are77
repeatedly reported to potentially reduce drag in turbulent channel flows; the underpinning78
of their function, analogous to that of riblets, has been explained by Abderrahaman-79
Elena & Garcı́a-Mayoral (2017), Gómez-de-Segura et al. (2018a), Gómez-de-Segura &80
Garcı́a-Mayoral (2019), and Chavarin et al. (2021). These authors have found that, at81
relatively large values of the wall-normal permeability, Kelvin-Helmholtz-like rollers are82
generated near the porous/free-fluid interface, and this adversely affects the drag-reducing83
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mechanism. Streamwise-preferential porous substrates characterized by relatively large84 √︁
K+

𝑦𝑦 (considerably beyond the threshold identified by Gómez-de-Segura & Garcı́a-Mayoral85
(2019) for the emergence of Kelvin–Helmholtz vortices) were considered, among other86
configurations, in the scale-resolving direct numerical simulations by Khorasani et al. (2024)87
and the experiments by Vijay & Luhar (2024), and drag increase was confirmed. For a88
complete picture, it is also useful to cite the experiments by Morimoto et al. (2024) where89
drag either remained unchanged or was found to increase (with respect to smooth wall) for the90
case of streamwise-preferential permeable beds under conditions that were expected, on the91
basis of the numerical findings in Gómez-de-Segura & Garcı́a-Mayoral (2019), to yield drag92
reduction instead. Morimoto et al. (2024) commented that it is difficult in practice (unlike in93
numerical work) to maintain the large uniform porosity and streamwise permeability when94
the substrate/channel interface is approached, and this adversely affects slippage. Several95
other studies of turbulence over porous substrates were conducted. Among the most relevant96
ones, we cite those conducted by Suga’s group (Suga et al. 2013, 2018; Suga 2016; Kuwata97
& Suga 2017), and those by Breugem et al. (2006), Manes et al. (2011), Rosti et al. (2015,98
2018), Wang et al. (2021, 2022), Esteban et al. (2022), and Hao & Garcı́a-Mayoral (2024).99

Investigating how the microscale features of the surface (e.g. roughness, porosity, superhy-100
drophobicity, etc.) can alter the characteristics of the turbulent motion above it, and thus skin-101
friction drag or heat/mass transfer effectiveness, is important in several applications for both102
predictive and optimization purposes. The numerical complexity and the high computational103
cost associated with resolving turbulent fields near and across surface micro-details represent104
a challenge, because of the large variety of surface topographies encountered in practice, the105
computational costs required to carry out well-resolved direct numerical simulation (DNS) or106
large eddy simulations of the motion, and the uncertainties/errors related with the numerical107
representation of the rough surface or of the grain shape and distributions for the case of108
a porous bed. Despite the recent computational advances which have permitted numerical109
investigations with unprecedented levels of accuracy (Chung et al. 2021), the aforementioned110
factors represent a major hurdle when optimization of the surface is the ultimate goal. In this111
respect, characterizing a surfaces by key parameters available a priori and exhibiting a strong112
relation with the roughness function, for example, can be very beneficial. However, this is a113
complex undertaking, and the quantities widely investigated throughout the literature are, in114
principle, available only a posteriori (i.e., after conducting the numerical/experimental study115
of the turbulent flow over the surface) and, hence, of limited use for prediction purposes.116
For example, we mention here (i) the equivalent sand-grain size, 𝑘𝑠, first introduced by117
Schlichting (1937) and later used as a classifier for rough surfaces in a large body of studies118
(refer to the limitations and drawbacks highlighted by Jiménez (2004) and Abderrahaman-119
Elena et al. (2019)); and (ii) the virtual origins of mean flow and turbulence (Luchini et al.120
1991; Jiménez 1994; Luchini 1996), with successive efforts devoted, in recent years, to the121
exploration of the statistical quantities whose near-wall behavior defines the virtual origin122
of turbulence (Gómez-de-Segura et al. 2018b; Abderrahaman-Elena et al. 2019; Bernardini123
et al. 2021; Ibrahim et al. 2021; Khorasani et al. 2022; Wong et al. 2024). On the positive124
side, predictive models based on the aforementioned concepts, albeit not yet generalized,125
are beginning to emerge (Flack & Schultz 2010; Yang & Meneveau 2016; Yang et al. 2016;126
Forooghi et al. 2017; Flack et al. 2020; Khorasani et al. 2022). It is also worth referring127
to the recent work on machine-learning-based predictive methods by, for example, Jouybari128
et al. (2021), Lee et al. (2022), Yang et al. (2023, 2024), and Shi et al. (2024).129

The development of accurate macroscopic models for the fluid-wall interaction has become130
a very active field of research in the last decade or so. These are viable tools capable131
of simplifying the numerical analysis while maintaining an acceptable level of accuracy.132
The asymptotic, multiscale homogenization theory (Babuška 1976; Mei & Vernescu 2010)133
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is a theoretical framework through which the rapidly varying properties characterizing a134
heterogeneous surface (irregular, rough, lubricant-infused, or porous, inter alia) can be135
replaced by homogeneous upscaled parameters such as the Navier’s slip lengths or the136
interface permeability coefficients (Jiménez Bolaños & Vernescu 2017; Lācis et al. 2017;137
Bottaro 2019; Zampogna et al. 2019a; Lācis et al. 2020). The latter are necessary for the138
formulation of effective boundary conditions, free of empirical coefficients, to be imposed at139
a fictitious plane interface next to the physical textured boundary; the macroscale behavior140
of the channel flow is then studied numerically, eschewing the numerical resolution of flow141
details between/in close vicinity of the solid protrusions/grains and, consequently, alleviating142
mesh requirements and computational costs. The validity of the asymptotic homogenization143
approach is contingent on the presence of well-separated scales, for instance a microscopic144
length scale (ℓ̃) related to the surface texture and a macroscopic one (L >> ℓ̃) related to the145
large-scale flow structures in the channel, such that we are able to define the small parameter146
𝜖 = ℓ̃/L << 1 and seek a solution of the problem up to the required order of accuracy in147
terms of 𝜖 . Jiménez Bolaños & Vernescu (2017) provided a robust homogenization-based148
method for the evaluation of the slip coefficient, contributing to the classical order-one slip149
condition over a textured surface, first proposed by Navier (1823) on the basis of empirical150
considerations. High-order effective boundary conditions were derived by Bottaro & Naqvi151
(2020) and Ahmed et al. (2022a) for the flow over a rough surface and by Lācis et al. (2020),152
Sudhakar et al. (2021), Naqvi & Bottaro (2021) and Ahmed et al. (2022b) for the flow over a153
porous bed. Definitions of the three velocity components at the fictitious interface, valid up154
to second-order in 𝜖 , are now available; this is crucial under turbulent flow conditions since155
turbulent fluctuations along directions both tangent and normal to the fictitious interface156
considerably affect the behavior of the turbulent boundary layer and, therefore, the skin-157
friction drag (Orlandi et al. 2006; Orlandi & Leonardi 2006, 2008; Bottaro 2019; Lācis et al.158
2020). The near-wall advection was incorporated into the analysis by means of an Oseen’s159
approximation in the studies by Buda (2021) and Ahmed & Bottaro (2024), and this permitted160
to widen considerably the applicability range of the model.161

The present work is aimed at investigating the hydrodynamic interaction between a162
porous/rough boundary and a fluid under turbulent flow conditions, with the aid of a163
homogenization framework. The main focus is on exploring the relationship between the164
roughness function Δ𝑈+ (i.e., the shift in the intercept of the logarithmic velocity profile)165
and the macroscopic coefficients (i.e., the Navier-slip coefficients and the interface/intrinsic166
permeabilities) contributing to the effective boundary conditions at the wall. Throughout167
the work, it is assumed that the roughness elements do not protrude significantly into the168
free-fluid turbulent region, for outer layer similarity to hold (Townsend 1976). The study is169
twofold. First, turbulent channel flows over permeable boundaries of different geometries are170
considered, and high-order effective boundary conditions of the three velocity components,171
defined at a fictitious plane boundary tangent to the grains, are formulated (Section 2),172
validated (Section 3.1), and employed to simplify a set of direct numerical simulations173
(Section 3.2); the mean velocity profiles are obtained and the main turbulence statistics near174
the porous/free-fluid interface are analyzed to interpret the drag-reducing/increasing effects175
of the porous patterns. Second, in order to estimate the roughness function a priori, without176
the need for running direct numerical simulations, the available results are fitted to generate177
an explicit expression linking Δ𝑈+ to the upscaled coefficients of interest (Section 3.3); the178
generality of the fitting correlation(s) is confirmed via validation against results from the179
literature for the turbulent flow over rough, impermeable walls (Section 3.4). A discussion180
on the applicability range of the model is provided in Section 4, and general conclusions are181
given in Section 5.182
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2. Problem statement and upscaling approach183

2.1. Governing equations and domain decomposition184

Let us consider the turbulent flow of a viscous, incompressible, Newtonian fluid in a channel185
delimited from one side (at �̂� = 2𝐻) by a smooth, impermeable wall and from the other side186
(at �̂� ⩽ 0) by a permeable substrate constructed with spanwise-elongated (𝑧-aligned) solid187
inclusions, regularly arranged with given periodicity ℓ in the streamwise and wall-normal188
directions (𝑥 and �̂�, respectively); refer to figure 1. The velocity components (�̂�1 = �̂�, �̂�2 = �̂�,189
�̂�3 = �̂�) and the pressure 𝑝 are the dependent variables, to be evaluated over space (𝑥1 = 𝑥,190
𝑥2 = �̂�, 𝑥3 = 𝑧) and time 𝑡. The conservation equations governing the flow can be expressed191
as follows:192

𝜕�̂�𝑖

𝜕𝑥𝑖
= 0, 𝜌

(
𝜕�̂�𝑖

𝜕𝑡
+ �̂� 𝑗

𝜕�̂�𝑖

𝜕𝑥 𝑗

)
= − 𝜕𝑝

𝜕𝑥𝑖
+ 𝜇 𝜕

2�̂�𝑖

𝜕𝑥2
𝑗

, (2.1)193

with 𝜌 and 𝜇 the fluid density and dynamic viscosity, respectively.194
We identify two characteristic length scales: a microscopic one, ℓ̃, characterizing the porous195

bed, and a macroscopic one, L, related to the large-scale motion in the channel. Provided196
that the two length scales are well-separated, i.e. ℓ̃ ≪ L, it is possible to manipulate the197
microscale problem by means of an asymptotic analysis in terms of a small parameter198
𝜖 = ℓ̃/L ≪ 1. As illustrated in figure 1, the flow domain is decomposed into three distinct199
sub-domains: a channel-flow region away from the porous/free-fluid interface (superscript200
“C”), an interfacial region (superscript “I”) and a region within the porous layer away from201
boundaries, governed by Darcy’s law (superscript “P”). Correspondingly, the following three202
sets of normalized variables are proposed:203

𝑋𝑖 =
𝑥𝑖

L , 𝑈C
𝑖 =

�̂�

U , 𝑃C =
𝑝

𝜌U2 , (2.2a)204

205

𝑥𝑖 =
𝑥𝑖

ℓ̃
, 𝑈I

𝑖 =
�̂�

𝜖U , 𝑃I =
𝑝

𝜇U/L , (2.2b)206
207

𝑥𝑖 =
𝑥𝑖

ℓ̃
, 𝑈P

𝑖 =
�̂�

𝜖2U
, 𝑃P =

𝑝

𝜇U/L , (2.2c)208

where U is a suitable macroscopic velocity scale; a discussion on the proper selection of209
scales is provided later. Based on the normalization above, the governing equations (2.1) can210
be recast into the following dimensionless forms in the •C , •I , and •P regions, respectively;211

𝜕𝑈C
𝑖

𝜕𝑋𝑖
= 0,

𝜕𝑈C
𝑖

𝜕𝑡
+𝑈C

𝑗

𝜕𝑈C
𝑖

𝜕𝑋 𝑗

= −𝜕𝑃
C

𝜕𝑋𝑖
+ 1
𝑅𝑒

𝜕2𝑈C
𝑖

𝜕𝑋2
𝑗

, (2.3a)212

213

𝜕𝑈I
𝑖

𝜕𝑥𝑖
= 0, 𝜖2𝑅𝑒

(
𝜕𝑈I

𝑖

𝜕𝑡
+𝑈I

𝑗

𝜕𝑈I
𝑖

𝜕𝑥 𝑗

)
= −𝜕𝑃

I

𝜕𝑥𝑖
+
𝜕2𝑈I

𝑖

𝜕𝑥2
𝑗

, (2.3b)214

215

𝜖
𝜕𝑈P

𝑖

𝜕𝑥𝑖
= 0, 𝜖4𝑅𝑒𝑈P

𝑗

𝜕𝑈P
𝑖

𝜕𝑥 𝑗
= −𝜕𝑃

P

𝜕𝑥𝑖
+ 𝜖

𝜕2𝑈P
𝑖

𝜕𝑥2
𝑗

, (2.3c)216

with 𝑅𝑒 = 𝜌UL/𝜇. Note that the time scale is the same in the interface and free-fluid217
region (𝑡 = 𝑡U/L) and that in the bulk of the porous domain the motion is assumed steady.218
In the intermediate and porous regions, the dependent variables are function of both the219
fast (microscopic) and the slow (macroscopic) coordinates (𝑥𝑖 , 𝑋𝑖 respectively), whilst in the220
channel-flow region, the dependent variables vary spatially with the macroscopic coordinates,221
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Figure 1: Sketch of the full domain for the case of a channel delimited from the top
by a smooth, impermeable wall and from the bottom by a porous bed formed by
spanwise-elongated cylindrical grains. The right frame illustrates in a constant 𝑧-section the
decomposition of the domain into three distinct sub-regions; the brown volume represents
the horizontally periodic elementary cell of the microscopic problem.

𝑋𝑖 , only. A fictitious dividing surface between the channel-flow region and the interfacial222
layer is defined at 𝑥2 = �̂�∞, and continuity of the velocity and the traction vectors is applied223
there. With 𝑦∞ = �̂�∞/ℓ̃ andY∞ = �̂�∞/L = 𝜖 𝑦∞ the microscopic and the macroscopic vertical224
coordinates of this interface, respectively, the matching conditions can be written as follows:225

lim
𝑥2→𝑦∞

𝑈I
𝑖 =

1
𝜖

lim
𝑋2→Y∞

𝑈C
𝑖 , (2.4a)226

227

lim
𝑥2→𝑦∞

(
−𝑃I𝛿𝑖2 +

𝜕𝑉I

𝜕𝑥𝑖
+
𝜕𝑈I

𝑖

𝜕𝑦

)
= lim

𝑋2→Y∞

(
−𝑅𝑒 𝑃C𝛿𝑖2 +

𝜕𝑉 C

𝜕𝑋𝑖
+
𝜕𝑈C

𝑖

𝜕𝑌

)
, (2.4b)228

with 𝛿𝑖 𝑗 the Kronecker index. For the conditions above to be valid, 𝑦∞ must be sufficiently229

large such that the •I variables become uniform in 𝑥 and 𝑧 at the virtual interface.230

2.2. Asymptotic analysis of the microscale problem231

The dependent variables in the interfacial and the porous sub-domains are expanded in terms232
of 𝜖 as233

𝑈I
𝑖 = 𝑈

I(0)
𝑖

+ 𝜖𝑈I(1)
𝑖

+ 𝜖2𝑈
I(2)
𝑖

+ ...., 𝑃I = 𝑃I(0) + 𝜖𝑃I(1) + 𝜖2𝑃I(2) + ....,234
235

𝑈P
𝑖 = 𝑈

P(0)
𝑖

+ 𝜖𝑈P(1)
𝑖

+ 𝜖2𝑈
P(2)
𝑖

+ ...., 𝑃P = 𝑃P(0) + 𝜖𝑃P(1) + 𝜖2𝑃P(2) + .....236

Furthermore, the gradients are recast using the chain rule (
𝜕

𝜕𝑥𝑖
→ 𝜕

𝜕𝑥𝑖
+ 𝜖 𝜕

𝜕𝑋𝑖
). The asymp-237

totic expressions are substituted into the equations governing the flow in the microscopic238
regions, for the microscale problems to be reconstructed at different orders of 𝜖 . It has been239
shown (Naqvi & Bottaro 2021) that the resulting systems of equations for the interfacial and240
the porous regions can be combined by defining a composite description of the asymptotic241
expansions, that is242

𝑢𝑖 = 𝑢
(0)
𝑖

+ 𝜖𝑢 (1)
𝑖

+ O(𝜖2), 𝑝 = 𝑝 (0) + 𝜖 𝑝 (1) + O(𝜖2), (2.5a)243
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with244

𝑢
(0)
𝑖

=

{
𝑈

I(0)
𝑖

, 𝑦 ∈ I
𝜖𝑈

P(0)
𝑖

, 𝑦 ∈ P
, 𝑢

(1)
𝑖

=

{
𝑈

I(1)
𝑖

, 𝑦 ∈ I
𝜖𝑈

P(1)
𝑖

, 𝑦 ∈ P
, (2.5b)245

and246

𝑝 (0) =

{
𝑃I(0) , 𝑦 ∈ I
𝑃P(0) + 𝜖𝑃P(1) , 𝑦 ∈ P , 𝑝 (1) =

{
𝑃I(1) , 𝑦 ∈ I
𝜖𝑃P(2) , 𝑦 ∈ P . (2.5c)247

The following composite system, valid over the whole region below the dividing interface248
(i.e., 𝑥2 < 𝑦∞), is thus obtained:249 {

𝜕𝑖𝑢𝑖 = −𝜖𝜕′
𝑖
𝑢
(0)
𝑖

+ O
(
𝜖2)

−𝜕𝑖 𝑝 + 𝜕2
𝑗
𝑢𝑖 = R 𝑢 𝑗𝜕 𝑗𝑢𝑖 + 𝜖

[
𝜕′
𝑖
𝑝 (0) − 2𝜕 𝑗𝜕′𝑗𝑢

(0)
𝑖

+ R 𝑢 (0)
𝑗
𝜕′
𝑗
𝑢
(0)
𝑖

]
+ O

(
𝜖2) (2.6)250

with R = 𝜖2𝑅𝑒 a microscopic Reynolds number and with derivatives indicated by 𝜕𝑖 =
𝜕

𝜕𝑥𝑖
251

and 𝜕′𝑖 =
𝜕

𝜕𝑋𝑖
.252

In order to treat the problem above, we first simplify it by linearising the convective253
terms applying an Oseen approximation. In particular, a constant value is assigned to the254
streamwise velocity component, 𝑢1, near the interface, chosen as the surface-averaged slip255

velocity 𝑢𝑠𝑙𝑖 𝑝 =
�̂�𝑠𝑙𝑖 𝑝

𝜖U (with �̂�𝑠𝑙𝑖 𝑝 the dimensional slip velocity at the plane �̂� = 0), i.e.256

𝑢
(0)
𝑗

≃ (𝑢𝑠𝑙𝑖 𝑝, 0, 0)†. Thus, the advection term in (2.6) simplifies as R 𝑢𝑠𝑙𝑖 𝑝𝜕1𝑢𝑖 , with257

R 𝑢𝑠𝑙𝑖 𝑝 =
𝜌 �̂�𝑠𝑙𝑖 𝑝 ℓ̃

𝜇
= 𝑅𝑒𝑠𝑙𝑖 𝑝 . (2.7)258

The quantity 𝑅𝑒𝑠𝑙𝑖 𝑝 is a slip-velocity Reynolds number, based on the microscopic length259
scale ℓ̃; as we will see later, its value is not necessarily small. The composite system (2.6) is260
now approximated as261 {

𝜕𝑖𝑢𝑖 = −𝜖𝜕′
𝑖
𝑢
(0)
𝑖

+ O
(
𝜖2)

−𝜕𝑖 𝑝 + 𝜕2
𝑗
𝑢𝑖 = 𝑅𝑒𝑠𝑙𝑖 𝑝 𝜕1𝑢𝑖 + 𝜖

[
𝜕′
𝑖
𝑝 (0) − 2𝜕 𝑗𝜕′𝑗𝑢

(0)
𝑖

+ 𝑅𝑒𝑠𝑙𝑖 𝑝 𝜕′1𝑢
(0)
𝑖

]
+ O

(
𝜖2) (2.8)262

The leading-order problem reads:263

O(1) :


𝜕𝑖𝑢

(0)
𝑖

= 0,
−𝜕𝑖 𝑝 (0) + 𝜕2

𝑗
𝑢𝑖

(0) = 𝑅𝑒𝑠𝑙𝑖 𝑝 𝜕1𝑢
(0)
𝑖
,(

−𝑝 (0)𝛿𝑖2 + 𝜕2𝑢
(0)
𝑖

+ 𝜕𝑖𝑢 (0)2

)
𝑥2=𝑦∞

= 𝑆C
𝑖2,

(2.9)264

with 𝑆C
𝑖2 the macroscopic traction vector evaluated at 𝑋2 = Y∞, i.e.265

𝑆C
𝑖2 = 𝝈C · 𝒆2 |𝑋2=Y∞ =

(
𝜕𝑈C

𝜕𝑌
+ 𝜕𝑉

C

𝜕𝑋
,−𝑅𝑒𝑃C + 2

𝜕𝑉 C

𝜕𝑌
,
𝜕𝑊 C

𝜕𝑌
+ 𝜕𝑉

C

𝜕𝑍

)����
𝑋2=Y∞

, (2.10)266

where 𝝈C is the stress tensor. From now on, the outer dependent variables are written without267
the superscript •C .268

† Other choices are clearly possible. For example, Bottaro (2019) tested the friction velocity as advective
speed; results shown in the following support the present choice of the slip velocity.
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At next order, we have269

O(𝜖) :


𝜕𝑖𝑢

(1)
𝑖

= −𝜕′
𝑖
𝑢
(0)
𝑖
,

−𝜕𝑖 𝑝 (1) + 𝜕2
𝑗
𝑢
(1)
𝑖

= 𝑅𝑒𝑠𝑙𝑖 𝑝

(
𝜕1𝑢

(1)
𝑖

+ 𝜕′1𝑢
(0)
𝑖

)
+ 𝜕′

𝑖
𝑝 (0) − 2𝜕 𝑗𝜕′𝑗𝑢

(0)
𝑖
,(

−𝑝 (1)𝛿𝑖2 + 𝜕2𝑢
(1)
𝑖

+ 𝜕𝑖𝑢 (1)2

)
𝑥2=𝑦∞

= −
(
𝜕′2𝑢

(0)
𝑖

+ 𝜕′
𝑖
𝑢
(0)
2

)
𝑥2=𝑦∞

.

(2.11)270

The linearity of (2.9) and (2.11) permits us to assume generic solutions of the problems.271
For the leading-order problem, we express the dependent variables as272 {

𝑢
(0)
𝑖

= 𝑢
†
𝑖 𝑗
𝑆 𝑗2,

𝑝 (0) = 𝑝†
𝑗
𝑆 𝑗2,

(2.12)273

with the closure variables, 𝑢†
𝑖 𝑗

and 𝑝†
𝑗
, dependent on only the microscopic coordinates, 𝑥𝑖 .274

Decoupled ad hoc auxiliary systems arise from plugging the generic solutions into (2.9);275
they are276 

𝜕𝑖𝑢
†
𝑖 𝑗
= 0,

−𝜕𝑖 𝑝†𝑗 + 𝜕2
𝑙
𝑢
†
𝑖 𝑗
= 𝑅𝑒𝑠𝑙𝑖 𝑝 𝜕1𝑢

†
𝑖 𝑗
,(

−𝑝†
𝑗
𝛿𝑖2 + 𝜕2𝑢

†
𝑖 𝑗
+ 𝜕𝑖𝑢†2 𝑗

)���
𝑥2=𝑦∞

= 𝛿𝑖 𝑗 ,

(2.13)277

where the microscopic problems correspond to 𝑗 = 1, 2, 3. For the problem forced by 𝑆22278
(i.e. with 𝑗 = 2), the analytical solution 𝑢†

𝑖2 = 0, 𝑝†2 = −1 is easily retrieved. At O(𝜖) the279
following generic forms hold:280 {

𝑢
(1)
𝑖

= 𝑢
‡
𝑖 𝑗𝑘
𝜕′
𝑘
𝑆 𝑗2,

𝑝 (1) = 𝑝‡
𝑗𝑘
𝜕′
𝑘
𝑆 𝑗2,

(2.14)281

leading to282 
𝜕𝑖𝑢

‡
𝑖 𝑗𝑘

= −𝑢†
𝑘 𝑗
,

𝑅𝑒𝑠𝑙𝑖 𝑝

(
𝜕1𝑢

‡
𝑖 𝑗𝑘

+ 𝑢†
𝑖 𝑗
𝛿𝑘1

)
= −𝜕𝑖 𝑝‡𝑗𝑘 − 𝑝

†
𝑗
𝛿𝑘𝑖 + 𝜕2

𝑙
𝑢
‡
𝑖 𝑗𝑘

+ 2𝜕𝑘𝑢†𝑖 𝑗 ,(
−𝑝‡

𝑗𝑘
𝛿𝑖2 + 𝜕2𝑢

‡
𝑖 𝑗𝑘

+ 𝜕𝑖𝑢‡2 𝑗𝑘
)���
𝑥2=𝑦∞

= −
(
𝑢
†
𝑖 𝑗
𝛿𝑘2 + 𝑢†2 𝑗𝛿𝑖𝑘

)���
𝑥2=𝑦∞

;

(2.15)283

these are nine decoupled systems, i.e. corresponding to 𝑗 , 𝑘 = 1, 2, 3. The closure problems284
(2.13) and (2.15) are to be solved in a representative unit cell of the microscopic region,285
subject to periodicity of all the dependent variables along 𝑥 and 𝑧 and to the boundary286

conditions 𝑢†
𝑖 𝑗

= 0 and 𝑢‡
𝑖 𝑗𝑘

= 0 on the solid grains, arising from the no-slip condition.287

Further, the microscopic unit cell is delimited from the bottom (theoretically at 𝑦 → −∞) by288
the bulk of the porous domain, where dependent variables are cyclic of period 1 also along289
𝑦; from a numerical perspective, results do not change provided the domain is at least two290
rows deep.291

2.3. Formal expressions of the effective boundary conditions292

Numerical solutions are sought for systems (2.13) and (2.15), with focus on the values of293

the fields at 𝑥2 = 𝑦∞ since 𝑢†
𝑖 𝑗

���
𝑦∞

and 𝑢‡
𝑖 𝑗𝑘

���
𝑦∞

are eventually the coefficients needed to close294

the macroscopic effective boundary conditions for the velocity; these conditions result from295
matching the velocity vector at the fictitious interface between the channel-flow and the296
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interfacial regions, as per (2.4a). The upscaled conditions, second-order accurate in terms of297
𝜖 , are:298

𝑈𝑖 |Y∞ = 𝜖

(
𝑢
(0)
𝑖

���
𝑦∞

+ 𝜖 𝑢 (1)
𝑖

���
𝑦∞

)
+ O(𝜖3) = 𝜖 𝑢†

𝑖 𝑗

���
𝑦∞
𝑆 𝑗2 + 𝜖2 𝑢‡

𝑖 𝑗𝑘

���
𝑦∞

𝜕𝑆 𝑗2

𝜕𝑋𝑘

+ O(𝜖3). (2.16)299

The numerical procedure to solve the closure problems is similar to that followed by Naqvi300
& Bottaro (2021) and Ahmed et al. (2022b) for porous media of either isotropic (such as301
spherical grains) or transversely isotropic microstructures in the 𝑥−𝑧 plane (such as spanwise-302
or streamwise-elongated elements). We focus on the same parameters which do not vanish303
at the matching interface found in these references:304

𝑢
†
11

���
𝑦∞

= 𝑦∞ + 𝜆𝑥 , 𝑢
†
33

���
𝑦∞

= 𝑦∞ + 𝜆𝑧 ,

− 𝑢‡211

���
𝑦∞

= 𝑢
‡
121

���
𝑦∞

= 0.5 𝑦2
∞ + 𝜆𝑥 𝑦∞ + K 𝑖𝑡 𝑓

𝑥𝑦 ,

− 𝑢‡233

���
𝑦∞

= 𝑢
‡
323

���
𝑦∞

= 0.5 𝑦2
∞ + 𝜆𝑧 𝑦∞ + K 𝑖𝑡 𝑓

𝑧𝑦 ,

𝑢
‡
222

���
𝑦∞

= K𝑦𝑦 ,

(2.17)305

with 𝜆𝑥 and 𝜆𝑧 the dimensionless Navier’s slip coefficients in the streamwise and the306

spanwise directions, respectively, K 𝑖𝑡 𝑓
𝑥𝑦 and K 𝑖𝑡 𝑓

𝑧𝑦 the interface permeability coefficients, and307
K𝑦𝑦 an intrinsic permeability component. The novel contribution here is the incorporation308
of the effect of near-interface inertia on the microscale flow behavior, which renders the309
aforementioned parameters sensitive to the value of 𝑅𝑒𝑠𝑙𝑖 𝑝.310

Once relations (2.17) are plugged into (2.16) macroscopic matching conditions at the311
interface 𝑌∞ = 𝜖 𝑦∞ between the intermediate and the outer region are obtained. These312
conditions can then be transferred to𝑌 = 0 by a second-order Taylor expansion, to eventually313
yield the following effective boundary conditions:314

𝑈 |𝑌=0 = 𝜖𝜆𝑥𝑆12 |𝑌=0 + 𝜖2K 𝑖𝑡 𝑓
𝑥𝑦

𝜕𝑆22
𝜕𝑋

����
𝑌=0

+ O
(
𝜖3

)
, (2.18a)315

316

𝑉 |𝑌=0 = − 𝜖2K 𝑖𝑡 𝑓
𝑥𝑦

𝜕𝑆12
𝜕𝑋

����
𝑌=0

− 𝜖2K 𝑖𝑡 𝑓
𝑧𝑦

𝜕𝑆32
𝜕𝑍

����
𝑌=0

+ 𝜖2K𝑦𝑦

𝜕𝑆22
𝜕𝑌

����
𝑌=0

+ O
(
𝜖3

)
, (2.18b)317

318

𝑊 |𝑌=0 = 𝜖𝜆𝑧𝑆32 |𝑌=0 + 𝜖2K 𝑖𝑡 𝑓
𝑧𝑦

𝜕𝑆22
𝜕𝑍

����
𝑌=0

+ O
(
𝜖3

)
. (2.18c)319

At this point, something should be said on the scales (ℓ̃,L,U) used to normalize the preceding320
equations, and on whether the principle of separation of scales is satisfied. If the magnitude of321
the macroscopic pressure gradient driving the flow in the channel is M =

��Δ𝑝/�̂�𝑥

��, one may322
derive a stress 𝜏M = M 𝐻 = (𝜏B + 𝜏T)/2, with 𝜏B and 𝜏T the total shear stresses at 𝑌 = 0323

(bottom) and 𝑌 = 2 (top), respectively. The corresponding shear velocity 𝑢𝜏 (M) =
√︁
𝜏M/𝜌324

is chosen here as the macroscopic velocity scale, i.e. U = 𝑢𝜏 (M) . This is an appropriate325
characterization of the velocity of near-wall eddies, since it is known that the root mean326
square of the fluctuating speed scales with the friction velocity. As far as the macroscopic327
length scale is concerned, it has been proposed first by Luchini (1996) that the important328
boundary condition for turbulence is that experienced by quasi-streamwise vortices. The329
relevant length scale should thus be the vortex diameter which is around 20 viscous units, i.e.330

L ∼ 𝛼
𝜈

𝑢𝜏 (M)
, with 𝛼 a constant close to 20. As far as the microlength scale is concerned,331

we observe that in the asymptotic analysis by Saffman (1971) for the case of the flow over an332
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isotropic porous substrate of permeability 𝐾 , the choice ℓ̃ =
√
𝐾 was made. Recently, Hao &333

Garcı́a-Mayoral (2024) have argued that the effect of deep porous substrates (those considered334
in the present paper can also be characterized as “deep”) on the near-wall flow is essentially335
governed by the intrinsic permeability of the medium, which, in all cases considered here,336
is a small fraction of ℓ2 (cf. also Mei & Vernescu (2010); Zampogna et al. (2019a); Lācis337
et al. (2020); Naqvi & Bottaro (2021); Sudhakar et al. (2021)), with ℓ the periodicity of338
the grains. For regularly roughened walls, when a substrate permeability cannot be defined,339
the proper length scale should be a measure of the slip length of the texture, also a small340
fraction of the periodicity, ℓ. A reader might, at this point, want to anticipate inspection of341
table 2 where results for all the macroscopic coefficients are given in viscous (“plus”) units,342
and compare with the corresponding values of ℓ+: it is consistently found, for example for343
the case of cylindrical inclusions, either longitudinal or transverse, that ℓ+ is about 20 times344
larger than

√︁
K+

𝑦𝑦 . Thus, it seems appropriate to say that ℓ̃ ∼ ℓ/𝛼, with the same value of the345
constant 𝛼 as in the definition of the macrolength L. We are now able to estimate the small346
parameter 𝜖 of the expansion; it is found that 𝜖 ∼ ℓ+/𝛼2 ranges from around 0.025 up to347
0.1 for cylindrical inclusions having ℓ+ values between 10 and 40. For the “modified” grains348
described later, 𝜖 would be even smaller, considering that such inclusions tend to block the349
flow and the permeability is much lower than in the previous case.350

On the basis of the arguments presented, microscopic and macroscopic length scales are351
sufficiently well separated, for all the cases treated in this paper. The microscopic length352
scale in our analysis is the displacement of the origin of the near-wall vortex, caused by the353
presence of either a rough or a porous substrate; the macroscopic scale is the diameter of354
the vortex itself. One referee of this work objected vigorously to our choice of microscopic355
length scale, arguing that the only proper microscale is the pattern periodicity. If, as they356
objected, this was indeed the case, then ℓ̃ ∼ ℓ and the parameter of the expansion would357
become 𝜖 ∼ ℓ+/𝛼, which exceeds 1 for ℓ+ > 20. Beyond ℓ+ ≈ 20, they argued, separation358
of scale, and the expansion proposed, would be untenable. In the end, we believe that only a359
posteriori verifications against feature-resolving results can inform on the domain of validity360
of the upscaling procedure adopted; this crucial point will be addressed in Sections 3.1 and361
4.362

In dimensional form, the effective boundary conditions are the same that have been found363
before (Naqvi & Bottaro 2021) and read364

�̂� |0 ≈ �̂�𝑥
(
𝜕�̂�

𝜕�̂�
+ 𝜕�̂�
𝜕𝑥

)����
0
+

K̂ 𝑖𝑡 𝑓
𝑥𝑦

𝜇

𝜕

𝜕𝑥

(
−𝑝 + 2𝜇

𝜕�̂�

𝜕�̂�

)�����
0

, (2.19a)365

366

�̂� |0 ≈
K̂𝑦𝑦

𝜇

𝜕

𝜕�̂�

(
−𝑝 + 2𝜇

𝜕�̂�

𝜕�̂�

)�����
0

− K̂ 𝑖𝑡 𝑓
𝑥𝑦

𝜕

𝜕𝑥

(
𝜕�̂�

𝜕�̂�
+ 𝜕�̂�
𝜕𝑥

)����
0
− K̂ 𝑖𝑡 𝑓

𝑧𝑦

𝜕

𝜕𝑧

(
𝜕�̂�

𝜕�̂�
+ 𝜕�̂�
𝜕𝑧

)����
0
, (2.19b)367

368

�̂� |0 ≈ �̂�𝑧
(
𝜕�̂�

𝜕�̂�
+ 𝜕�̂�
𝜕𝑧

)����
0
+

K̂ 𝑖𝑡 𝑓
𝑧𝑦

𝜇

𝜕

𝜕𝑧

(
−𝑝 + 2𝜇

𝜕�̂�

𝜕�̂�

)�����
0

. (2.19c)369

Further considerations, simplifications, and implementation-related details concerning the370
condition (2.19b) are given in Appendix A. After having established the effective conditions371
which hold at �̂� = 0, we can render them adimensional in the most convenient way. Thus,372
we now choose to scale the governing equations (2.1) for the free fluid region, as well as373
the corresponding interface conditions (2.19a)–(2.19c), by the use of geometric scales (cf.374
figure 1); this corresponds to setting L = 𝐻 in equations (2.2a–2.2c). By the same token, the375
microscopic problems in the unit cells is rescaled with the periodicity of the pattern and this376

Rapids articles must not exceed this page length
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Figure 2: The problems under study. The computational domain is displayed in the left
panel, with the dimensions indicated in the macroscopic coordinates (normalized by half
the channel height). On the right, the bulk unit cell of the different porous media considered
are drawn in microscopic dimensionless coordinates. All media have porosity 𝜃 = 0.5.

amounts to setting ℓ̃ = ℓ in equations (2.2a–2.2c) so that, eventually, 𝜖 is defined by the ratio377
ℓ over 𝐻, like in the laminar case (Naqvi & Bottaro 2021; Ahmed & Bottaro 2024). Having378
rescaled the problem for computational convenience, the dimensional model coefficients now379
read380

�̂�𝑥, 𝑧 = 𝜆𝑥, 𝑧 𝑙, K̂ 𝑖𝑡 𝑓
𝑥𝑦, 𝑧𝑦 = K 𝑖𝑡 𝑓

𝑥𝑦, 𝑧𝑦 𝑙
2, K̂𝑦𝑦 = K𝑦𝑦 𝑙

2. (2.20)381

We want to emphasize that these coefficients are not empirical, but arise from the solution of382
auxiliary systems of equations solved in the 𝑥- or 𝑧-periodic elementary cell of fig. 1. The two383

terms, K̂ 𝑖𝑡 𝑓
𝑥𝑦 and K̂ 𝑖𝑡 𝑓

𝑧𝑦 , are interface permeabilities since, in analogy to Darcy’s law in the bulk384
of the porous domain, they multiply the streamwise and spanwise gradients of the pressure385
in the expressions of �̂� |0 and �̂� |0.They differ from the corresponding intrinsic permeability386
components which come from the solution of Stokes problems in a triply periodic unit cell387
taken in the bulk of the porous region and, as such, have little in common with the flow388
around the porous/free-fluid interface (Bottaro 2019).389

2.4. Evaluation of the macroscopic coefficients for selected geometries390

Typical geometries of the inclusions used to construct the porous media under study are391
illustrated in figure 2; they are aligned in either the streamwise direction (substrates 𝐿𝐶 and392
𝐿𝑀) or the spanwise direction (substrates 𝑇𝐶 and 𝑇𝑀), all satisfying a porosity 𝜃 = 0.5,393
where 𝜃 is defined by considering a cubic unit cell within the porous region and evaluating394
the ratio of the volume occupied by the fluid to the total volume of the cell.395

A simple method, similar to that followed by Ahmed et al. (2022b), is used to numerically396
evaluate the macroscopic coefficients in the effective boundary conditions. First, the systems397
governing the microscale fields 𝑢†11 and 𝑢†33 are solved on a microscopic domain with a398
sufficiently large value of 𝑦∞ (like, for instance, the domain sketched in the left frame of399
figure 3). In this work, the solution of the closure problems is conducted using finite-volume400
discretization, as by the implementation of Simcenter STAR-CCM+ software; in general,401
the microscopic domain is discretized into polygonal/polyhedral cells with sufficient mesh402
refinement in close vicinity of the porous/free-fluid interface such that grid-independent403
results for the closure fields are eventually obtained. Second, the Navier’s slip coefficients404
(𝜆𝑥 , 𝜆𝑧) are estimated by averaging 𝑢†11 and 𝑢†33, respectively, over the plane 𝑦 = 0. The405
numerical values of the interface permeability coefficients can be computed via the following406
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Figure 3: Contours of the microscopic variables 𝑢†11, 𝑢†21, and 𝑢†33 at (top) 𝑅𝑒𝑠𝑙𝑖 𝑝 = 0 and
(bottom) 𝑅𝑒𝑠𝑙𝑖 𝑝 = 30 , shown over an 𝑥 − 𝑦 plane for the case of transverse cylinders of
porosity 𝜃 = 0.5. Close-ups of the contours near the fluid-porous interface are presented,
while the typical domain considered in the simulations is shown in the left frame. Slip and
permeability coefficients are independent of the value of 𝑦∞, provided it is larger than 2.

volume integrals:407

K 𝑖𝑡 𝑓
𝑥𝑦 =

∫
V0
𝑢
†
11 d𝑉,

K 𝑖𝑡 𝑓
𝑧𝑦 =

∫
V0
𝑢
†
33 d𝑉,

(2.21)408

where V0 denotes the whole fluid’s volume in the elementary cell below the interface409
chosen at 𝑦 = 0. This renders the dimensionless Navier-slip and the interface permeability410
coefficients dependent, in general, on the geometry of the inclusions and the slip-velocity411
Reynolds number, 𝑅𝑒𝑠𝑙𝑖 𝑝, which appears in the microscopic auxiliary systems†. On the other412
hand, the medium permeability K𝑦𝑦 is intrinsic to the geometry of the porous region, where413
the velocity level is much smaller than 𝑢𝑠𝑙𝑖 𝑝 and the inertial effects are thus negligible; K𝑦𝑦414
can be estimated by solving a Stokes system on a triply-periodic cell of the porous domain,415
imposing unit forcing along 𝑦, and evaluating the superficial average of the corresponding416
microscopic field over that cell (Mei & Vernescu 2010).417

Transverse (𝑧-elongated) and longitudinal (𝑥-elongated) inclusions allow for further418
simplification of the microscopic, auxiliary problems, by setting either 𝜕/𝜕𝑥3 or 𝜕/𝜕𝑥1 to419
zero, respectively, yielding two-dimensional systems of equations. For the case of spanwise-420

† Note that, after rescaling, 𝑅𝑒𝑠𝑙𝑖 𝑝 is now defined with ℓ as length scale.
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Figure 4: Behaviors of the homogenization model parameters. Frame (a) displays results of
the closure problems for the Navier-slip and interface permeability coefficients as functions
of 𝑅𝑒𝑠𝑙𝑖 𝑝 for the porous substrates TC (solid lines) and TM (dashed lines). In panel (b), the
linear relation (2.26) between 𝜆𝑥 and 𝑅𝑒𝑠𝑙𝑖 𝑝 is plotted (black lines) for four values of 𝜖 ,
fixing 𝑅𝑒𝜏 (M) = 193, in order to evaluate 𝑅𝑒𝑠𝑙𝑖 𝑝 at the intersection points.

elongated inclusions, we get the following two systems of interest at leading order:421 

𝜕1𝑢
†
11 + 𝜕2𝑢

†
21 = 0,

−𝜕1𝑝
†
1 + 𝜕

2
1𝑢

†
11 + 𝜕

2
2𝑢

†
11 = 𝑅𝑒𝑠𝑙𝑖 𝑝 𝜕1𝑢

†
11,

−𝜕2𝑝
†
1 + 𝜕

2
1𝑢

†
21 + 𝜕

2
2𝑢

†
21 = 𝑅𝑒𝑠𝑙𝑖 𝑝 𝜕1𝑢

†
21,(

𝜕2𝑢
†
11 + 𝜕1𝑢

†
21

)���
𝑥2=𝑦∞

= 1,(
−𝑝†1 + 2𝜕2𝑢

†
21

)���
𝑥2=𝑦∞

= 0,

(2.22)422

and423 
𝜕2

1𝑢
†
33 + 𝜕

2
2𝑢

†
33 = 𝑅𝑒𝑠𝑙𝑖 𝑝 𝜕1𝑢

†
33,(

𝜕2𝑢
†
33

)���
𝑥2=𝑦∞

= 1.
(2.23)424

The numerical solutions of the previous systems under Stokes conditions and at 𝑅𝑒𝑠𝑙𝑖 𝑝 = 30425
are shown in figure 3 for the case of transverse cylindrical inclusions, while the dependence426
of the macroscopic coefficients on 𝑅𝑒𝑠𝑙𝑖 𝑝 is displayed in figure 4(a) for the substrates 𝑇𝐶427
and 𝑇𝑀 . A preliminary estimation of the value of the slip velocity can be obtained from the428
first-order term in the effective boundary condition of 𝑈, equation (2.18a), which may be429
recast in terms of the wall distance in viscous units (𝑌+ = 𝑌𝑅𝑒𝜏 (M) ) and the mean velocity,430

already normalized by 𝑢𝜏 (M) and hence from now on indicated as𝑈+, as follows:431

𝑈
+���
𝑌=0

≈ 𝜆+𝑥
𝜕𝑈

+

𝜕𝑌+

�����
𝑌=0

, (2.24)432

where 𝜆+𝑥 =
𝜌𝑢𝜏 (M) �̂�𝑥

𝜇
= 𝜖𝑅𝑒𝜏 (M)𝜆𝑥 . Provided the roughness maintains a sufficiently small433
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Table 1: Values of the macroscopic coefficients for the sixteen porous substrates considered
in the present study. For all patterns, the porosity is 𝜃 = 0.5 and 𝑅𝑒𝜏 (M) = 193, while
𝜖 = ℓ/𝐻 is varied from 0.05 (subscript 5) to 0.2 (subscript 20).

Substrate
𝑅𝑒𝑠𝑙𝑖 𝑝 Dimensionless macroscopic coefficients

(intersection) 𝜆𝑥 𝜆𝑧 K𝑖𝑡 𝑓
𝑥𝑦 K𝑖𝑡 𝑓

𝑧𝑦 K𝑦𝑦

𝑇𝐶5 4.1 0.0440 0.0663 0.0021 0.0052 0.0018
𝑇𝐶10 15.2 0.0409 0.0591 0.0018 0.0042 0.0018
𝑇𝐶15 30.9 0.0368 0.0506 0.0014 0.0031 0.0018
𝑇𝐶20 50.0 0.0336 0.0445 0.0012 0.0023 0.0018

𝐿𝐶5−20 Any 0.0688 0.0451 0.0056 0.0022 0.0018

𝑇𝑀5 5.3 0.0562 0.1062 0.0037 0.0110 0.00012
𝑇𝑀10 18.2 0.0489 0.0888 0.0028 0.0082 0.00012
𝑇𝑀15 35.3 0.0421 0.0721 0.0019 0.0058 0.00012
𝑇𝑀20 55.5 0.0372 0.0599 0.0014 0.0042 0.00012

𝐿𝑀5−20 Any 0.1130 0.0590 0.0121 0.0041 0.00012

amplitude so that the velocity gradient
𝜕𝑈

+

𝜕𝑌+

�����
𝑌=0

at the virtual wall remains close to 1, (2.24)434

simplifies to a Dirichlet boundary condition, i.e.435

𝑈
+���
𝑌=0

=
�̂�𝑠𝑙𝑖 𝑝

𝑢𝜏 (M)
≈ 𝜖𝑅𝑒𝜏 (M)𝜆𝑥 , (2.25)436

which means that the slip-velocity Reynolds number can be written as437

𝑅𝑒𝑠𝑙𝑖 𝑝 =
𝜌�̂�𝑠𝑙𝑖 𝑝ℓ

𝜇
=
𝜌𝑢𝜏 (M)ℓ

𝜇
𝜖𝑅𝑒𝜏 (M)𝜆𝑥 = 𝜖2𝑅𝑒2

𝜏 (M) 𝜆𝑥 . (2.26)438

With 𝜆𝑥 =
𝑅𝑒𝑠𝑙𝑖 𝑝

𝜖2𝑅𝑒2
𝜏 (M)

, a linear relation between 𝜆𝑥 and 𝑅𝑒𝑠𝑙𝑖 𝑝 can be drawn for different439

values of 𝜖 , at the fixed value of the friction Reynolds number, 𝑅𝑒𝜏 (M) = 193; cf. figure 4(b).440
The value of 𝑅𝑒𝑠𝑙𝑖 𝑝 at the intersection point is evaluated as shown in figure 4(b), yielding as441
an immediate consequence all the macroscopic coefficients at this value; table 1 reports all442
coefficients for 𝜖 ranging from 0.05 to 0.2. The reader is referred here to the work by Fairhall443
et al. (2019) where useful findings regarding the possible deviations of the slip lengths from444
the viscous predictions are presented for surface textures different from those considered445
here.446

Streamwise-elongated inclusions (substrates 𝐿𝐶 and 𝐿𝑀) represent a special case since447
inertial effects at the microscale level disappear as a consequence of setting 𝜕/𝜕𝑥1 to 0 in the448
auxiliary systems (Luchini et al. 1991); as such, the macroscopic coefficients are independent449
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of 𝑅𝑒𝑠𝑙𝑖 𝑝. The coefficients for these substrates are directly available by revisiting the results for450
𝑇𝐶 and 𝑇𝑀 , at 𝑅𝑒𝑠𝑙𝑖 𝑝 = 0, and simply switching the streamwise and spanwise coordinates.451

3. The macroscale problems452

For the direct numerical simulations (DNSs) of the macroscale problem, considering the453
turbulent channel flow over different porous substrates, the numerical procedure is the same454
as that followed by Ahmed et al. (2022b). The dimensions of the computational domain, which455
represents here the free-fluid region above the modeled substrate, are 𝐿𝑋×𝐿𝑌×𝐿𝑍 = 2𝜋×2×𝜋456
(cf. figure 1) as adopted by other researchers before (Khorasani et al. 2022; Hao & Garcı́a-457
Mayoral 2024). The mesh is uniform in the streamwise (𝑋) and spanwise (𝑍) directions, while458
it is stretched gradually in the wall-normal direction (𝑌 ) departing from the upper and lower459
walls (thinnest layer) towards the centerline of the channel (thickest layer); the grid spacings460
in viscous units are ℎ+

𝑋
= 9.47, ℎ+

𝑍
= 6.32, ℎ+

𝑌
|𝑚𝑖𝑛 = 0.27, ℎ+

𝑌
|𝑚𝑎𝑥 = 9.25. The DNSs461

are run using the Simcenter STAR-CCM+ finite-volume-based software. For the convective462
fluxes, a hybrid third-order discretization scheme is employed, formulated as a linear blend463
between a MUSCL (Monotone Upstream-centered Schemes for Conservation Laws) third-464
order upwind and a third-order central-differencing scheme, with the upwind blending factor465
set to 0.1 (i.e., 10% MUSCL and 90% central differencing); the reader is referred to the466
paper by van Leer & Nishikawa (2021) for further information on MUSCL, and to the work467
by West & Caraeni (2015) in which the hybrid MUSCL/CD approach is implemented. The468
computation of gradients is based on the least squares method, with the Venkatakrishnan469
gradient limiter activated (Venkatakrishnan 1993). A pressure correction approach is used470
for the pressure-velocity coupling; a second-order fully implicit scheme is employed for the471
temporal discretization with time step set to 0.0015𝐻/𝑢𝜏 and a minimum of 20 internal472
iterations performed for each time step. The averaging time, after the initial transient phase,473
is generally between 18 and 35𝐻/𝑢𝜏 . With the above-mentioned settings and schemes,474
Ahmed et al. (2022b) found excellent agreement between the numerical results obtained for475
turbulence in a smooth channel (at 𝑅𝑒𝜏 = 193) and corresponding results from previous476
studies (Kim et al. 1987; Vreman & Kuerten 2014)†. However, given that the DNSs are run477
here for turbulence over different modeled substrates using a fixed time step (0.0015𝐻/𝑢𝜏),478
there is a possibility that the maximum convective Courant–Friedrichs–Lewy (CFL) number479
exceeds 1. This issue has been checked, and it has been found that the maximum convective480
CFL number increases to around 2 for the largest value of 𝜖 considered, i.e., 𝜖 = 0.2, in the481
vicinity of the interface (0 ≲ 𝑌+ ≲ 15). Because of this, the homogenization-based DNS for482
the pattern 𝑇𝐶20 was rerun with a smaller time step, satisfying 𝐶𝐹𝐿 ≲ 1; the comparison483
revealed marginal deviations in the results for the main quantities characterizing the turbulent484
flow. Finally, it is appropriate to provide further details on how the transpiration boundary485
condition (2.19b) is enforced in the numerical code; they are given in Appendix A.486

3.1. Validation of the model487

The applicability of the upscaling approach followed is assessed here by considering the488
turbulent flow (𝑅𝑒𝜏 (M) = 193) in a channel delimited from the bottom (𝑌 ⩽ 0) by489
the substrate 𝑇𝐶20 (transverse cylinders, 𝜖 = 0.2), and validating sample results of the490
homogenized simulation, based on the effective boundary conditions (2.18a–2.18c) with the491
macroscopic coefficients given in Table 1, against a classical fine-grained simulation. The492

† Unfortunately, a direct comparison with other homogenization-based DNSs is not possible, since no
other paper we are aware of uses the same boundary conditions described here to model turbulence over a
rough, permeable wall.
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Figure 5: Full feature-resolving simulation of the coupled flow problem including the flow
through and the turbulent flow over the porous substrate 𝑇𝐶20 at 𝑅𝑒𝜏 (M) = 193: profiles
of the 𝑋-𝑍-averaged mean velocity across the free-fluid region and closely below the fluid-
porous interface are plotted. Instantaneous distributions (examples) of the interface-normal
velocity component,𝑉+, captured during “suction” and “blowing” events are also displayed.

mesh requirements, and thus the numerical cost, of the latter are much higher since it needs to493
resolve the seepage flow in the bulk of the porous domain and to account for the interactions494
occurring across the interfacial region, where significant ejection and sweep events take495
place (cf. figure 5). Quantitatively, the number of finite-volume cells in the fully resolving496
DNS (𝑁𝑐𝑒𝑙𝑙𝑠 ≈ 7.3 × 106) is four times that in the homogenized DNS (𝑁𝑐𝑒𝑙𝑙𝑠 ≈ 1.8 × 106).497
Another point to be taken into account with respect to the full DNS is the technical complexity498
associated with the mesh generation, especially in the interfacial region. An unstructured grid499
was used in the porous substrate and in the lower half of the channel; the cells are polygonal500
in section (on the 𝑋 − 𝑌 plane) and are extruded in the spanwise direction with a uniform501
spacing of ≈ 6 viscous units. For the top row of cylinders (the closest to the porous/free-fluid502
interface), the mesh is refined such that the first cell center is at a distance of around 0.3503
viscous units from the cylindrical grain, measured in the direction normal to the boundary.504

The results in the free-fluid region are presented and compared (homogenization-based505
vs. fine-grained) in figures 6 and 7, in terms of the following dimensionless parame-506

ters: the mean velocity, 𝑈+; the root-mean-square values (r.m.s.) of the fluctuations in507

the velocity components, (𝑈𝑟𝑚𝑠, 𝑉𝑟𝑚𝑠, 𝑊𝑟𝑚𝑠) = (𝑈′𝑈′1/2
, 𝑉 ′𝑉 ′1/2

, 𝑊 ′𝑊 ′1/2) where the508

turbulent fluctuations are defined as 𝑈′
𝑖
= 𝑈+

𝑖
− 𝑈+

𝑖 ; the intensity of the fluctuations,509

(𝐼𝑈 , 𝐼𝑉 , 𝐼𝑊 ) = (𝑈𝑟𝑚𝑠

𝑈
+ ,

𝑉𝑟𝑚𝑠

𝑈
+ ,

𝑊𝑟𝑚𝑠

𝑈
+ ); the Reynolds shear stress, 𝜏𝑅

𝑋𝑌
= −𝑈′𝑉 ′; the viscous510

shear stress, 𝜏𝑉𝑋𝑌 =
1

𝑅𝑒𝜏 (M)

𝜕𝑈
+

𝜕𝑌
; and the production rate of the turbulent kinetic energy,511
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Figure 6: Turbulent channel flow (𝑅𝑒𝜏 (M) = 193) over the porous substrate 𝑇𝐶20:
predictions of the homogenized model, indicated by green lines with filled symbols, for (a,
b) the mean velocity profile across the channel and for the near-interface distributions of (c)
the root-mean-squares of the turbulent fluctuations in the three velocity components, (d) the
turbulence intensities, and (e, f ) the Reynolds/viscous shear stresses are validated against
results of the full simulation (red lines). The dashed black profiles refer to the corresponding
smooth, impermeable channel case.

𝑃𝑇 =
−1

𝑅𝑒𝜏 (M)
𝑈′
𝑖
𝑈′

𝑗

𝜕𝑈
+
𝑖

𝜕𝑋 𝑗

. While figure 6 focuses on the validation of the present model512

with the effective boundary conditions of the three velocity components imposed at 𝑌 = 0,513
figure 7 shows, in addition, the corresponding macroscopic results when the interface-normal514
velocity component is suppressed (i.e., 𝑉

��
𝑌=0 = 0) and only the in-plane slip velocities are515
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Figure 7: Distribution of the mean velocity (a) and behaviors of quantities of interest related
to turbulence statistics (b–f ) over the porous substrate𝑇𝐶20: predictions of the homogenized
simulation when the effective boundary conditions of the three velocity components are
imposed (green lines with filled circles) or when transpiration is neglected (blue lines) are
validated against results of the fine-grained simulation (red lines), while the dashed profiles
are related to the smooth, impermeable channel case.

applied; this is important since it highlights the need of accounting for transpiration at the516
virtual boundary (Gómez-de-Segura et al. 2018a; Bottaro 2019; Lācis et al. 2020).517

From inspection of figure 6, it is clear that the model captures well the trends of the mean518
velocity and the turbulence statistics displayed. The velocity profile can be analyzed in terms519

of the slip velocity,𝑈+
𝑠𝑙𝑖 𝑝

= 𝑈
+��
𝑌=0; the shift in the intercept of the logarithmic velocity profile,520

Δ𝑈+ (taking the smooth channel case as a reference for the measurement and averaging the521
shift over the region 30 ≲ 𝑌+ ≲ 120 (Ahmed et al. 2022b)); the percentage change in522
the bulk (channel-averaged) velocity through the free-fluid region, Δ𝑈+

𝑐ℎ
% (taking the bulk523

velocity in a fully smooth channel, 𝑈+
𝑐ℎ

≈ 15.69, as a reference); and the corresponding524
percentage change in skin-friction coefficient, Δ𝐶 𝑓 % (taking the smooth-channel value,525
𝐶 𝑓 = 2/(𝑈+

𝑐ℎ
)2 ≈ 0.00813, as a reference). The analysis performed here shows that, for526

the turbulent flow over the perturbed boundaries considered, the log-law is still valid (over527
30 ≲ 𝑌+ ≲ 120), yet it is shifted (relative to that for a smooth wall) by Δ𝑈+ such that the528
logarithmic profile reads529

𝑈
+
=

1
𝜅

ln(𝑌+) + 𝐵 + Δ𝑈+, (3.1)530

where 𝜅 is the von Kármán constant and 𝐵 is the intercept of the logarithmic profile for the531
flow over a corresponding smooth wall. Based on (3.1), if Δ𝑈+ < 0 (respectively Δ𝑈+ > 0),532
the logarithmic profile is shifted downwards (upwards), and in general the skin-friction drag533
increases (decreases); this is consistent with the definition of the roughness function, Δ𝑈+534
adopted by Gómez-de-Segura & Garcı́a-Mayoral (2019), Ibrahim et al. (2021), and Khorasani535
et al. (2022, 2024), which differs in sign from that originally introduced by Hama (1954) and536
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Figure 8: From the top, instantaneous distributions of𝑈′,𝑉 ′ and𝑊 ′ at the porous/free-fluid
interface (𝑌 = 0) for case 𝑇𝐶20. The fully resolved results (left column) are compared with
the homogenized ones (right column).

Clauser (1954). According to (3.1), Δ𝑈+ < 0 is generally accompanied by Δ𝑈+
𝑐ℎ

% < 0 and537
Δ𝐶 𝑓 % > 0. The full feature-resolving simulation for the case chosen for validation (𝑇𝐶20)538
yields (𝑈+

𝑠𝑙𝑖 𝑝,Δ𝑈
+,Δ𝑈+

𝑐ℎ%,Δ𝐶 𝑓 %) ≈ (1.37,−2.76,−12.2%, +29.6%), while the values539
obtained from the model are respectively (1.44,−2.33,−10.3%, +24.4%); a decrease in flow540
rate and, therefore, an increase in skin-friction coefficient is realized in both simulations.541
Moreover, the model predictions for the r.m.s. fluctuations of the velocity components at542
the fictitious interface (𝑌 = 0) match well the results of the full simulation and deviate543
significantly from zero. In general, the accuracy of the macroscopic model is reasonable544
taking into account that the value of 𝜖 = 0.2 (ℓ+ ≈ 40) related to the porous substrate chosen545
for validation (𝑇𝐶20) is rather large, meaning that microscopic and macroscopic length scales546
do not differ widely. On the other hand, it is obvious from figure 7 that the comparison with547
the fine-grained simulation is not satisfactory when the transpiration-free model is applied,548
where the mechanism of drag increase is idle,Δ𝑈+ is close to 0, and the trend of the turbulence549
statistics next to the fictitious boundary is similar to that of a smooth, impermeable channel550
(cf. Ibrahim et al. (2021)). A third, important, scenario is presented later in Section 4, where551
the transpiration velocity boundary condition is imposed while K𝑦𝑦 is set to zero, for the552
porous substrate to be modeled as a rough, impermeable wall. The discussion there centers553
around the evaluation of K𝑦𝑦 for a porous bed which is bounded from the bottom, and on554
how the accuracy of the model is affected by neglecting the medium permeability of a deep,555
yet finite, substrate such as the one considered here for validation (figure 5).556

Finally, figure 8 displays a comparison between the results of the full texture-resolving557
simulation and the homogenized one, concerning the fluctuating patterns of the three velocity558
components at the porous/free-fluid interface. This figure is added following one referee’s559
advice, with the purpose of providing the readers with the information needed to assess on560
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Table 2: Values of the macroscopic coefficients characterizing the different configurations
considered for the porous substrate, estimated in wall units with 𝑅𝑒𝜏 (M) = 193 and 𝜖
varied from 0.05 (subscript 5) to 0.2 (subscript 20). Major results are presented, with the
normalization based on 𝑢𝜏 (M) . Monitoring the progress of the mean bulk velocity 𝑈+

𝑐ℎ
during 10 additional units of time, Δ𝑈+

𝑐ℎ
% is found to differ by ±0.2% at the most (and

±0.07% on average) from the final values reported in the table.

Substrate ℓ+
Model coefficients Sample results

𝜆+𝑥 𝜆+𝑧 K𝑖𝑡 𝑓 ,+
𝑥𝑦 K𝑖𝑡 𝑓 ,+

𝑧𝑦 K+
𝑦𝑦 𝑈+

𝑠𝑙𝑖 𝑝
Δ𝑈+ Δ𝑈+

𝑐ℎ
% Δ𝐶 𝑓 %

Smooth 0 0 0 0 0 0 0 0 0 0

𝑇𝐶5 9.7 0.43 0.64 0.20 0.49 0.17 0.43 −0.33 −1.1% +2.1%
𝑇𝐶10 19.3 0.79 1.14 0.67 1.57 0.68 0.83 −0.77 −3.2% +6.7%
𝑇𝐶15 29.0 1.07 1.46 1.20 2.57 1.53 1.14 −1.55 −6.4% +14.2%
𝑇𝐶20 38.6 1.30 1.72 1.74 3.49 2.72 1.44 −2.33 −10.3% +24.4%

𝐿𝐶5 9.7 0.66 0.44 0.52 0.21 0.17 0.66 +0.15 +1.1% −2.1%
𝐿𝐶10 19.3 1.33 0.87 2.07 0.84 0.68 1.33 +0.08 +0.9% −1.9%
𝐿𝐶15 29.0 1.99 1.31 4.66 1.88 1.53 2.05 −0.54 −1.4% +2.8%
𝐿𝐶20 38.6 2.66 1.74 8.29 3.34 2.72 2.87 −1.63 −6.7% +15.0%

𝑇𝑀5 9.7 0.54 1.03 0.35 1.03 0.01 0.56 −0.61 −2.3% +4.7%
𝑇𝑀10 19.3 0.94 1.71 1.03 3.06 0.05 1.02 −1.38 −5.5% +12.0%
𝑇𝑀15 29.0 1.22 2.09 1.62 4.84 0.10 1.36 −2.09 −9.0% +20.9%
𝑇𝑀20 38.6 1.44 2.31 2.10 6.29 0.18 1.61 −2.56 −11.3% +27.0%

𝐿𝑀5 9.7 1.09 0.57 1.13 0.38 0.01 1.07 +0.33 +1.9% −3.7%
𝐿𝑀10 19.3 2.18 1.14 4.52 1.53 0.05 2.15 +0.45 +2.6% −5.0%
𝐿𝑀15 29.0 3.27 1.71 10.17 3.44 0.10 3.36 −0.33 −0.4% +0.7%
𝐿𝑀20 38.6 4.36 2.28 18.08 6.12 0.18 4.48 −0.94 −2.9% +6.1%

their own how well the upscaled boundary conditions mimic the effect of the porous substrate561
on the turbulence.562

3.2. Case studies: results and discussion563

Numerical simulations were run for the channel flow over the different porous substrates (TC,564
LC, TM, LM), with four values of 𝜖 tested for each (𝜖 = 0.05, 0.1, 0.15, 0.2). The macroscopic565
model already validated was employed to study the sixteen problems under consideration,566
with the Oseen-based upscaled coefficients contributing to the effective boundary conditions567
available in table 1. The main results are presented and discussed below.568
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3.2.1. Mean velocity and skin-friction drag569

In table 2, the pitch distance and the macroscopic coefficients for each porous pattern are570
expressed in wall units based on the velocity scale 𝑢𝜏 (M) ; they are defined by571

ℓ+ =
𝜌 𝑢𝜏 (M) ℓ

𝜇
= 𝜖𝑅𝑒𝜏 (M) , (3.2a)572

573

𝜆+𝑥 =
𝜌 𝑢𝜏 (M) �̂�𝑥

𝜇
= 𝜖𝑅𝑒𝜏 (M)𝜆𝑥 , 𝜆+𝑧 = 𝜖𝑅𝑒𝜏 (M)𝜆𝑧 , (3.2b)574

575

K 𝑖𝑡 𝑓 ,+
𝑥𝑦 = 𝜖2𝑅𝑒2

𝜏 (M)K
𝑖𝑡 𝑓
𝑥𝑦 , K 𝑖𝑡 𝑓 ,+

𝑧𝑦 = 𝜖2𝑅𝑒2
𝜏 (M)K

𝑖𝑡 𝑓
𝑧𝑦 , K+

𝑦𝑦 = 𝜖2𝑅𝑒2
𝜏 (M)K𝑦𝑦 . (3.2c)576

Values of the major quantities related to the behavior of mean velocity through the free-fluid577
region are also listed in the table (refer to the definitions in Section 3.1). The most significant578
finding is that reduction of the skin-friction drag coefficient (negative values of Δ𝐶 𝑓 %,579
associated with positive Δ𝑈+ and Δ𝑈+

𝑐ℎ
%) is attainable only by the porous substrates formed580

by longitudinal inclusions (LC and LM), those characterized by streamwise-preferential581

slip lengths and interface permeabilities (𝜆+𝑥 > 𝜆+𝑧 , K 𝑖𝑡 𝑓 ,+
𝑥𝑦 > K 𝑖𝑡 𝑓 ,+

𝑧𝑦 ). Such a favorable582
influence (up to 5% reduction in 𝐶 𝑓 ) takes place exclusively at relatively small values of ℓ+,583
a behavior similar to that found by Gómez-de-Segura & Garcı́a-Mayoral (2019) for this kind584
of permeable boundaries and analogous to that exhibited by riblets (Bechert & Bartenwerfer585
1989; Garcia-Mayoral & Jiménez 2011; Endrikat et al. 2021a,b; Wong et al. 2024). On586
the other hand, permeable beds consisting of transverse grains yield only drag increase,587
and this becomes more pronounced with ℓ+. For comparison purposes, the results obtained588
by normalizing results with the shear velocity of the bottom surface, 𝑢𝜏 (B) , are given in589
Appendix B.590

The behavior of the sample quantities reported on the right-hand side of table 2 for the four591
substrate configurations are graphically presented as function of the streamwise Navier-slip592
lengths in figure 9. It is important to highlight the following features with reference to the593
trends of the figure:594

(i) As discussed in Section 2.4, the first-order term in the effective boundary condition595
of the streamwise velocity yields a slip velocity at the permeable interface 𝑈+

𝑠𝑙𝑖 𝑝 ≈596

𝜆+𝑥
𝜕𝑈

+

𝜕𝑌+

����
𝑌=0

≈ 𝜆+𝑥 . Figure 9(a) shows that this linear dependence fits well with the results597

of the simulations, for the roughness amplitudes considered. Besides the omission of598
the higher-order term, the small percentage errors (up to ≈ 11% in absolute value) may599

be attributed to the deviation of
𝜕𝑈

+

𝜕𝑌+

����
𝑌=0

from 1 because the parameters are expressed600

in wall units based on 𝑢𝜏 (M) , and not the permeable-interface shear velocity 𝑢𝜏 (B) .601

However, one can write
𝜕𝑈

+

𝜕𝑌+

����
𝑌=0

=
𝜕𝑈

+(B)

𝜕𝑌+(B)

����
𝑌=0

[
𝑢𝜏 (B)
𝑢𝜏 (M)

]2
, where

𝜕𝑈
+(B)

𝜕𝑌+(B)

����
𝑌=0

≈ 1602

(provided that the Reynolds stress at 𝑌 = 0 is much smaller than the viscous stress),603

which results in the modified relation 𝑈+
𝑠𝑙𝑖 𝑝 ≈

[
𝑢𝜏 (B)
𝑢𝜏 (M)

]2
𝜆+𝑥 . This expression enhances604

the predictions of the slip velocity (maximum error below 4%), yet it cannot be employed605
a priori, since the values of the shear-velocity ratio (cf. table 3) are available only after606
numerical simulations have been conducted.607
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Figure 9: Dependence of (a) the slip velocity 𝑈+
𝑠𝑙𝑖 𝑝

on 𝜆+𝑥 and of (b) the shift of the
logarithmic profile intercept Δ𝑈+, (c) the percentage change in the bulk mean velocity
Δ𝑈+

𝑐ℎ
%, and (d) the percentage change in the skin-friction coefficient Δ𝐶 𝑓 % on Δ𝜆+ =

𝜆+𝑥 − 𝜆+𝑧 , for turbulent channel flows (𝑅𝑒𝜏 (M) = 193) over the four types of permeable
beds under study; cf. table 2. Simple linear relations fitting the behavior of 𝑈+

𝑠𝑙𝑖 𝑝
with 𝜆+𝑥

and the performance of the other quantities at small values of Δ𝜆+ are presented.

(ii) It has been found convenient to express the roughness function as the difference608
between the shifts of the virtual origins of mean and turbulent flows, i.e. Δ𝑈+ ≈ ℓ+𝑈 −609
ℓ+𝑇𝑢𝑟𝑏. (Ibrahim et al. 2021). For small protrusion heights, Luchini et al. (1991) have610
shown that Δ𝑈+ takes the form Δ𝑈+ = 𝜆+𝑥 − 𝜆+𝑧 = Δ𝜆+; in the present settings, this611
assumption holds only up to |Δ𝜆+ | ≲ 0.25; cf. figure 9(b). Also Gómez-de-Segura et al.612
(2018b) plotted the roughness function against the difference between the displacements613
of the virtual origins, and they did it for a variety of complex surfaces (anisotropic porous614
substrates, superhydrophobic surfaces, riblets, and canopies), highlighting a behavior615
(figure 5 in their paper) qualitatively similar to that displayed in figure 9(b).616

(iii) As far as the trends of Δ𝐶 𝑓 % =
𝐶 𝑓 − 𝐶 𝑓 , 𝑠𝑚𝑜𝑜𝑡ℎ

𝐶 𝑓 , 𝑠𝑚𝑜𝑜𝑡ℎ

× 100% are concerned, the617
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classical linearized relation Δ𝐶 𝑓 % =
−Δ𝑈+

(2𝐶 𝑓 , 𝑠𝑚𝑜𝑜𝑡ℎ)−0.5 + (2𝜅)−1 × 100% is expected618

to align well with the results for small changes in 𝐶 𝑓 (Luchini 1996; Bechert et al.619
1997). With Δ𝑈+ = Δ𝜆+, 𝐶 𝑓 , 𝑠𝑚𝑜𝑜𝑡ℎ = 0.00813, and the von Kármán constant 𝜅 = 0.4,620
the linear dependence Δ𝐶 𝑓 % ≈ −0.1Δ𝜆+ × 100% is valid provided that |Δ𝜆+ | remains621
sufficiently small, as confirmed in figure 9(d). Under the same condition, it can be shown622
that Δ𝑈+

𝑐ℎ
% ≈ −0.5Δ𝐶 𝑓 % ≈ +0.05Δ𝜆+ × 100%, which fits well the results in figure623

9(c).624

(iv) It is notable that, at any fixed value of Δ𝜆+, the porous substrates LM and TM625
outperform the configurations LC and TC in terms of either maximizing the drag626
reduction or minimizing the drag increase. One possible justification is that the permeable627
beds constructed with modified cylinders (LM and TM) exhibit much smaller values of628
the medium permeability K+

𝑦𝑦 compared to those designed based on flat cylinders (LC629
and TC), as can be realized from table 2. This favorable feature enhances Δ𝑈+ by630
attenuating the transpiration velocity at the fictitious interface (𝑌 = 0), an effect which631
can be perceived as a mitigation of the blowing and suction events. The influence of632
transpiration on Δ𝑈+ will be discussed in further detail in Section 3.3.633

In figure 10, the different results are plotted against the pitch distance, ℓ+. With regard to634
the slip velocity, assuming the simple linear relation 𝑈+

𝑠𝑙𝑖 𝑝 ≈ 𝜆+𝑥 = ℓ+𝜆𝑥 and recalling the635

trends of 𝜆𝑥 from table 1, one can expect that 𝑈+
𝑠𝑙𝑖 𝑝

changes linearly with ℓ+ for the porous636

beds LC and LM since 𝜆𝑥 is independent of ℓ+ for these streamwise-elongated patterns, in637
contrast to the spanwise-elongated patterns TC and TM for which the coefficient 𝜆𝑥 decreases638
with the increase of ℓ+ on account of near-interface advection. These expectations agree with639
the behaviors displayed in figure 10(a). For small ℓ+ values, the quantities Δ𝑈+, Δ𝑈+

𝑐ℎ
%,640

and Δ𝐶 𝑓 % are directly proportional to Δ𝜆+ = ℓ+Δ𝜆 (Luchini 1996), where Δ𝜆 is equal641
to 𝜆𝑥 − 𝜆𝑧 . Table 1 implies that Δ𝜆

��
𝐿𝑀

> Δ𝜆
��
𝐿𝐶

> Δ𝜆
��
𝑇𝐶

> Δ𝜆
��
𝑇𝑀

with the first two642
positive and the last two negative. For a small value of ℓ+, one should therefore expect643
Δ𝑈+��

𝐿𝑀
> Δ𝑈+��

𝐿𝐶
> Δ𝑈+��

𝑇𝐶
> Δ𝑈+��

𝑇𝑀
(and likewise for Δ𝑈+

𝑐ℎ
% and −Δ𝐶 𝑓 %) with644

the substrate LM yielding the maximum drag reduction and TM resulting in the maximum645
drag increase; cf. figure 10(b–d). Departing from the viscous regime, it is found that the646
drag reduction attainable by LM and LC peaks at some value of ℓ+ between 10 and 20. The647
performance of these porous substrates then degrades, yet drag reduction is still achievable648
until a threshold within 20 ≲ ℓ+ ≲ 30 is reached, beyond which drag increase takes place.649
Gómez-de-Segura et al. (2018a) studied highly connected porous media with streamwise-650
preferential permeability and attributed the aforementioned behavior to the formation of drag-651
increasing spanwise-coherent rollers associated with a Kelvin-Helmholtz-like instability652
whose initiation is governed by the intrinsic permeability component K+

𝑦𝑦 of the medium.653
Finally, we should not forget that all results plotted in figures 9 and 10 are obtained via654
homogenization-based DNSs. The accuracy of the trends displayed is thus dependent on the655
accuracy of the upscaling approach for each of the cases considered (in this respect, one may656
want to go back to the validation conducted considering the pattern 𝑇𝐶20 in Section 3.1).657

3.2.2. The mechanism of drag increase/reduction658

The influence of porous substrates on the near-interface turbulence is considered next. For659
sufficiently small values of ℓ+, the wall texture alters the structure of turbulence merely by660
shifting down its virtual origin by a distance ℓ+

𝑇𝑢𝑟𝑏.
≈ 𝜆+𝑧 , whereas the effect is much more661

complicated beyond the viscous regime, especially with the increase in transpiration velocity.662
It is therefore useful to present and discuss some turbulence statistics of interest for the channel663
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Figure 10: Dependence of major quantities characterizing the turbulent channel flow over
the porous substrates under study on the pitch distance of the inclusions measured in wall
units, ℓ+ = 𝜖𝑅𝑒𝜏 (M) . Results of the homogenization-based DNSs are plotted with filled
circles. The lines in panel (a) represent the simple relation 𝑈+

𝑠𝑙𝑖 𝑝
= ℓ+𝜆𝑥 , while those in

the other panels are simple fitting curves.

flow over selected porous beds of relatively large grain spacings/sizes (𝐿𝑀10: longitudinal664
modified inclusions, ℓ+ ≈ 20, the maximum drag reduction reported; 𝐿𝑀20: longitudinal665
modified inclusions, ℓ+ ≈ 40, drag increase; 𝑇𝑀10: transverse modified inclusions, ℓ+ ≈ 20,666
drag increase; 𝑇𝑀20: transverse modified inclusions, ℓ+ ≈ 40, the maximum drag increase667
reported). The velocity profiles are plotted in figure 11(a). The turbulence-characterizing668
quantities plotted in figure 11(b) are chosen since, as shown by Ahmed et al. (2022b), their669
behaviors near the porous/free-fluid interface can be linked to the favorable/adverse effects670
of the permeable boundaries on friction drag. With focus on the peak values of 𝑉𝑟𝑚𝑠,𝑊𝑟𝑚𝑠,671
𝜏𝑅
𝑋𝑌

, and 𝑃𝑇 , and the distributions of 𝐼𝑊 , it can be realized that the drag-reducing substrate672
(𝐿𝑀10) yields results comparable to those in the reference case of turbulence over a smooth,673
impermeable wall; this applies also to the other drag-reducing patterns not considered in the674
figure, i.e. 𝐿𝑀5, 𝐿𝐶5, 𝐿𝐶10. Conversely, the drag-increasing ones result in intensified levels675
of these quantities. For instance, with 𝑇𝑀20, the peak values 𝑉𝑟𝑚𝑠, 𝜏𝑅𝑋𝑌 , and 𝑃𝑇 are larger676
than the values in a smooth channel by about 16%, 24%, and 50%, respectively. The values677
of the quantities at the fictitious interface,𝑌 = 0, are of particular interest in the present work678
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Figure 11: Predictions of the homogenization-based model for (a) the mean velocity profiles
and (b–f ) sample statistics for the channel flow (𝑅𝑒𝜏 (M) = 193) over four different porous
substrates.
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Figure 12: Quadrant analysis of the Reynolds shear stress, 𝜏𝑅𝑥𝑦 , for turbulent channel flows
(𝑅𝑒𝜏 (M) = 193) over two different porous substrates (𝐿𝑀10 and 𝑇𝑀20). Instantaneous
values of (𝑈′, 𝑉 ′) throughout the planes at 𝑌 = 0.005 and 𝑌 = 0.416 (evaluated at all grid
points) are shown in panels (a) to (d), while contributions to 𝜏𝑅𝑥𝑦 from each quadrant are
plotted in the bottom frames against 𝑌+ = 𝑌𝑅𝑒𝜏 (M) up to the centerline of the channel.

and their correlations with Δ𝑈+ are explored in Section 3.3; it is evident from the figure that679
significant values of𝑉𝑟𝑚𝑠 are obtained at the plane𝑌 = 0, in particular when ℓ+ is sufficiently680
large, an important effect (Jiménez et al. 2001; Orlandi et al. 2003, 2006; Orlandi & Leonardi681
2006, 2008) which would obviously be absent if transpiration were unaccounted for in the682
formulation of the model.683

The quadrant analysis in figure 12 reveals details of the generation of the Reynolds stress,684
𝜏𝑅
𝑋𝑌

, from the turbulent events taking place in the flow near the substrates 𝐿𝑀10 and𝑇𝑀20. In685
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figure 12, the instantaneous distributions of (𝑈′, 𝑉 ′) are displayed over the plane at 𝑌+ ≈ 1,686
directly adjacent to the substrate-channel interface, and the plane at 𝑌+ ≈ 80, well above the687
substrate. The phenomena can be classified into negative-production events (first and third688
quadrants, with −𝑈′𝑉 ′ < 0) and positive-production ones (second and fourth quadrants,689
with −𝑈′𝑉 ′ > 0); refer to, for instance, Wallace et al. (1972). Eventually, the Reynolds stress690
generated from the sum of the positive contributions from the ejection (second quadrant,691
bursting of low-speed fluid) and the sweep (fourth quadrant, inrush of high-speed fluid)692
events at any 𝑌+ level is generally larger than that arising from the sum of the contributions693
of the other two quadrants. The production of turbulence is dominated by the sweep event694
in the close vicinity of the boundary (cf. figure 12(a, b)), while ejection is dominant away695
from the wall (cf. figure 12(c, d)). For a better understanding, the contributions from the four696
quadrants to the Reynolds shear stress at a given time instant, evaluated over different 𝑋 − 𝑍697
planes up to𝑌+ ≈ 80, are plotted in figure 12(e, f ); they are obtained by integrating the values698
of −𝑈′𝑉 ′ related to each of the quadrants, separately, over the area occupied by the specific699
event and using the overall area of the 𝑋 − 𝑍 plane (= 2𝜋 × 𝜋) as a weight. It is notable that700
ejection becomes dominant beyond a threshold within 𝑌+ = 12–15. All the findings above701
agree qualitatively with the results by Kim et al. (1987) in a channel delimited by smooth,702
impermeable walls. From a quantitative perspective, the production of turbulence via both703
ejection and sweep is clearly intensified for case 𝑇𝑀20 (the porous substrate of maximum704
drag increase) compared to the levels with 𝐿𝑀10 (the substrate of largest drag reduction), at705
all the values of 𝑌+ considered.706

In addition to the material presented in this section, it is beneficial to provide, via707
visualizations, some qualitative insights into the effects of the surface texture on the coherent708
structures (e.g., the pattern of streaks) and the turbulent events occurring in the inner region709
of the boundary layer; this is available in the Supplemental Movie published online alongside710
this article. It might also be of interest, for future research focussed on the flow physics, to711
explore how different substrate topologies affect the spectral density of the Reynolds stress712
and the premultiplied spectra of the velocity components next to the interface. This would713
probably need also a more extensive comparison between texture-resolving and modelled714
simulations, considering a large variety of porous microstructures. For these reasons, in the715
present contribution we prefer to address attention to the relation between the roughness716
function and the upscaled coefficients of the model.717

3.3. In pursuit of a correlation for Δ𝑈+ over porous/textured walls718

We proceed from the earlier discussion on figure 11, concerning how the near-wall distri-719
butions of some turbulence-characterizing parameters can control the mechanism of drag720
reduction/increase over the permeable boundaries, to explore the correlation between the721
roughness function Δ𝑈+ and the fictitious-interface values of quantities of particular interest:722
�̃�𝑟𝑚𝑠 = 𝑉𝑟𝑚𝑠

��
𝑌=0, �̃�𝑟𝑚𝑠 = 𝑊𝑟𝑚𝑠

��
𝑌=0, and 𝜏𝑅𝑋𝑌 = 𝜏𝑅𝑋𝑌

��
𝑌=0. Figure 13(a–c) reveals that723

the dependence of Δ𝑈+ on �̃�𝑟𝑚𝑠 cannot be described by a universal function valid for all724
permeable boundaries; the same can be said for �̃�𝑟𝑚𝑠 and 𝜏𝑅𝑋𝑌 . Conversely, each configuration725
yields a unique relationship, and even the general trends differ when porous substrates of726
streamwise-preferential permeability (LC and LM, non-monotonic behavior) are compared727
with those consisting of spanwise-elongated grains (TC and TM, strictly monotonic decrease).728
To explain this, let us assume conditions corresponding to a small value of �̃�𝑟𝑚𝑠 fixed for729
the four patterns (e.g., �̃�𝑟𝑚𝑠 = 0.01) and analyze the resulting Δ𝑈+. While a fixed value of730
�̃�𝑟𝑚𝑠 may imply that, for all the boundaries, the virtual origin of turbulence has the same731
shift from the 𝑌 = 0 plane (i.e., constant ℓ+

𝑇𝑢𝑟𝑏.
), the position of the virtual origin of the732

mean flow, ℓ+
𝑈
≈ 𝜆+𝑥 , can significantly differ according to the value of the streamwise Navier-733
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Figure 13: Dependence of Δ𝑈+ (top panels) and the related quantities D (middle panels)
and F (bottom panels) on turbulence-characterizing parameters of interest measured at
the fictitious interface (at 𝑌 = 0). The filled symbols indicate results of the homogenized
simulations for turbulent flow over the four substrate configurations under study (cf. figure
2), with ℓ+ varied for each pattern as described in Table 2, while the fitting relations (3.3–
3.8) are plotted with solid lines in the middle and the bottom frames.

slip length, 𝜆+𝑥 , for each wall, and, consequently, different values of the roughness function734
Δ𝑈+ = ℓ+

𝑈
− ℓ+

𝑇𝑢𝑟𝑏.
are obtained. In the search of a function displaying a universal behavior,735

we follow two separate paths.736

The first path relies on analyzing the mean velocity profile, 𝑈+(𝑌+), over each of the737
permeable substrates to monitor the upward shifts of the velocity at matched𝑌+ values, taking738
the profile over a smooth, impermeable wall as a reference (for instance, cf. figure 11(a)).739
Such a velocity shift is, by definition, equal to 𝑈+

𝑠𝑙𝑖 𝑝
at 𝑌 = 0 and to Δ𝑈+ in the logarithmic740

region. Whether Δ𝑈+ is positive or negative, it is 𝑈+
𝑠𝑙𝑖 𝑝

> Δ𝑈+ for all textured boundaries741

(for ℓ+ = 0, the smooth, impermeable wall is retrieved, and the limit 𝑈+
𝑠𝑙𝑖 𝑝

= Δ𝑈+ = 0742

is reached). The function D = 𝑈+
𝑠𝑙𝑖 𝑝

− Δ𝑈+ ⩾ 0 can therefore be defined to indicate the743
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depression in the velocity shift when moving from the wall to the logarithmic region; it is744
plotted against the turbulence parameters in figure 13(d–f ).745

In the second path, we proceed from the fact that the approximation Δ𝑈+ = Δ𝜆+ holds only746
for small surface roughness, while a further reduction in the value of the roughness function747
occurs with the increase of ℓ+, i.e. Δ𝑈+ = Δ𝜆+ − F , with the newly defined function F ⩾ 0.748
The behavior of F is shown in figure 13(g–i).749

Both functions D and F increase monotonically with each of �̃�𝑟𝑚𝑠, �̃�𝑟𝑚𝑠, and 𝜏𝑅𝑋𝑌 , and750
it can be realized from figure 13(d–i) that, even from a quantitative point of view, general751
trends emerge. Eventually, the following fitting relationships can be proposed (together with752
their accuracy levels):753

D = 11.5 ×
[
�̃�𝑟𝑚𝑠

]0.6
, 𝑁𝑅𝑀𝑆𝑒𝑟𝑟𝑜𝑟 ≈ 11%, (3.3)754

755
D = 6 × �̃�𝑟𝑚𝑠, 𝑁𝑅𝑀𝑆𝑒𝑟𝑟𝑜𝑟 ≈ 13%, (3.4)756757

D = 12.5 ×
[
𝜏𝑅𝑋𝑌

]0.4
, 𝑁𝑅𝑀𝑆𝑒𝑟𝑟𝑜𝑟 ≈ 11%, (3.5)758

759
F = 11.5 × �̃�𝑟𝑚𝑠, 𝑁𝑅𝑀𝑆𝑒𝑟𝑟𝑜𝑟 ≈ 18%, (3.6)760761

F = 1.8 ×
[
�̃�𝑟𝑚𝑠

]2 + 1.6 × �̃�𝑟𝑚𝑠, 𝑁𝑅𝑀𝑆𝑒𝑟𝑟𝑜𝑟 ≈ 37%, (3.7)762
763

F = 11 ×
[
𝜏𝑅𝑋𝑌

]0.6
, 𝑁𝑅𝑀𝑆𝑒𝑟𝑟𝑜𝑟 ≈ 29%, (3.8)764

where the normalized root-mean-square error, 𝑁𝑅𝑀𝑆𝑒𝑟𝑟𝑜𝑟 , is evaluated by dividing the765
conventional 𝑅𝑀𝑆𝑒𝑟𝑟𝑜𝑟 by the mean value of either D or F . The ranges of validity of the766
relations proposed are767

0 ⩽ �̃�𝑟𝑚𝑠 ≲ 0.25, 0 ⩽ �̃�𝑟𝑚𝑠 ≲ 0.85, 0 ⩽ 𝜏𝑅𝑋𝑌 ≲ 0.085. (3.9)768

In the remainder of this section, we aim to demonstrate (i) that transpiration strongly controls769
the depression in the velocity shift over a wide range of textured boundaries and (ii) that770
correlating �̃�𝑟𝑚𝑠 to the macroscopic coefficients of the homogenization model permits the771
use of (3.3) and (3.6) for an a priori estimate of the roughness-function-related parameters772
D and F .773

Orlandi et al. (2003) demonstrated that the principal characteristics of the flow over a774
rough surface are closely related to the presence of wall-normal velocity distribution at the775
interface between the protrusions and the overlying turbulent boundary layer. A more formal776
description of this dependence has been proposed by Orlandi et al. (2006) and Orlandi &777
Leonardi (2006) who found good correlation between the quantity D = 𝑈+

𝑠𝑙𝑖 𝑝
−Δ𝑈+ and the778

r.m.s. fluctuations of the wall-normal velocity at the plane passing through the crests of the779
roughness elements. Later, Orlandi & Leonardi (2008) explored the relationship between D780
and �̃�𝑟𝑚𝑠 for walls with different textures, by collecting and plotting many results from the781
literature (Cheng & Castro 2002; Leonardi et al. 2003; Orlandi & Leonardi 2006; Burattini782
et al. 2008; Flores & Jiménez 2006) together with new ones related to the flow over surfaces783
roughened with longitudinal/transverse bars or various three-dimensional patterns. They784

concluded their study proposing the correlation D =
𝐵

𝜅
�̃�𝑟𝑚𝑠, with 𝐵 and 𝜅 as by (3.1). Most785

of the data considered by Orlandi & Leonardi (2008) in addition to the recent results by Hao786
& Garcı́a-Mayoral (2024) are presented in figure 14(a); the strong correlation between D787
and �̃�𝑟𝑚𝑠 is evident, and the linear relationship by Orlandi & Leonardi (2008), plotted with788
𝐵 = 5.5 and 𝜅 = 0.4 is found to perform well, where 𝑁𝑅𝑀𝑆𝑒𝑟𝑟𝑜𝑟 is below 12%. Interestingly,789
good correlation between D and �̃�𝑟𝑚𝑠 can also be realized in figure 14(b) for the turbulent790
flow over permeable boundaries, based on the values reported by Hao & Garcı́a-Mayoral791
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Figure 14: Values of the parameter D plotted against the r.m.s. of the turbulent fluctuations
in the wall-normal velocity at the plane 𝑌 = 0. In panel (a), results from the literature for
channels roughened with streamwise-elongated, spanwise-elongated, or three-dimensional
elements are shown: blank square, Cheng & Castro (2002); red circles, Leonardi et al.
(2003); purple triangles, Orlandi & Leonardi (2006); green squares, Burattini et al. (2008);
gray diamonds, Orlandi & Leonardi (2008); blank circles, Hao & Garcı́a-Mayoral (2024). In
panel (b), the results of Hao & Garcı́a-Mayoral (2024) for symmetric channels bounded by
either deep (red diamonds) or shallow (gray squares) porous substrates are plotted, together
with the values of the present homogenization-based simulations (light-blue triangles).
Solid lines refer to correlation (3.3), while the linear relationship by Orlandi & Leonardi
(2008) is plotted with dashed lines.

(2024) plotted next to the results of the present macroscopic DNSs; the 𝑁𝑅𝑀𝑆𝑒𝑟𝑟𝑜𝑟 for792
Orlandi-Leonardi relationship is about 23%. With regard to the present correlation (3.3), the793
deviations are comparable to those reported above, with 𝑁𝑅𝑀𝑆𝑒𝑟𝑟𝑜𝑟 ≈ 14% for the rough794
walls and ≈ 18% for the porous boundaries, even for values of �̃�𝑟𝑚𝑠 much larger than the795
validity limit (3.9) of our simulations. Figure 14 thus confirms that �̃�𝑟𝑚𝑠 is a key parameter796
which controls the roughness function in the turbulent flow over rough/porous boundaries797
and that (3.3) performs well even for quite large values of �̃�𝑟𝑚𝑠. The major difficulty in798
putting (3.3), or Orlandi-Leonardi correlation, to practical use is that �̃�𝑟𝑚𝑠 is not available799
until a full simulation of the turbulent flow above a textured wall is conducted.800

The crux of the matter is thus the search of a simplified expression for �̃�𝑟𝑚𝑠, as function of801
the macroscopic coefficients which permit to describe the near wall flow. After some efforts,802
we have found that the parameter Ψ defined as803

Ψ =

(
K 𝑖𝑡 𝑓 ,+

𝑥𝑦

𝜆+𝑥
+
K 𝑖𝑡 𝑓 ,+

𝑧𝑦

𝜆+𝑧
+

√︃
K+

𝑦𝑦

) (
𝜆+𝑧
𝜆+𝑥

)0.25
(3.10)804

is well correlated to �̃�𝑟𝑚𝑠, as shown in figure 15. It is worth highlighting that (3.10) is based805
on the coefficients present in the boundary condition for the transpiration velocity (2.19b): the806

parameters
K 𝑖𝑡 𝑓 ,+

𝑥𝑦

𝜆+𝑥
and

K 𝑖𝑡 𝑓 ,+
𝑧𝑦

𝜆+𝑧
appear when the streamwise/spanwise Navier-slip conditions807 (

𝜕�̂�

𝜕�̂�
+ 𝜕�̂�
𝜕𝑥

) ����
0
=
�̂�
��
0

�̂�𝑥
and

(
𝜕�̂�

𝜕�̂�
+ 𝜕�̂�
𝜕𝑧

) ����
0
=
�̂�
��
0

�̂�𝑧
are substituted into the second and the third808

terms on the right hand side of (2.19b) and the equation is recast in wall units, while
√︃
K+

𝑦𝑦809
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Figure 15: The r.m.s. of turbulent fluctuations in the transpiration velocity at 𝑌 = 0, plotted
against the compound macroscopic parameter Ψ for the different porous patterns considered
(same symbols as in figure 13). The solid line represents a third-order polynomial fitting.

quantifies the role of the intrinsic permeability for porous boundaries. The presence of
𝜆+𝑧
𝜆+𝑥

810

in (3.10) permits to differentiate walls with spanwise-preferential slip (𝜆+𝑧 > 𝜆+𝑥) from those811
exhibiting preferential streamwise slip (𝜆+𝑥 > 𝜆+𝑧), and implies that, for the same values of812

K 𝑖𝑡 𝑓 ,+
𝑥𝑦

𝜆+𝑥
,
K 𝑖𝑡 𝑓 ,+

𝑧𝑦

𝜆+𝑧
, and

√︃
K+

𝑦𝑦 , relatively stronger transpiration is associated with the former813

wall patterns (e.g. substrates with transverse inclusions). Based on the data plotted in figure814
15, we can propose the fitting equation815

�̃�𝑟𝑚𝑠 = 0.00075Ψ3 + 0.002Ψ2, (3.11)816

for which the 𝑁𝑅𝑀𝑆𝑒𝑟𝑟𝑜𝑟 is less than 10%. Substituting (3.11) into (3.3) and (3.6), we finally817
obtain the following expressions for the roughness-function-related quantities:818

D = 𝑈+
𝑠𝑙𝑖 𝑝 − Δ𝑈+ = 11.5 ×

(
0.00075Ψ3 + 0.002Ψ2

)0.6
, (3.12)819

820

F = Δ𝜆+ − Δ𝑈+ = 11.5 ×
(
0.00075Ψ3 + 0.002Ψ2

)
, (3.13)821

valid up to Ψ ≈ 6. These expressions are plotted in figure 16 together with the results822
obtained from the homogenization-based DNSs conducted for the porous patterns TC, LC,823
TM, and LM. Estimates of D and F for the turbulent flow over a perturbed wall of given824
microstructure and given value of ℓ+ = 𝜖𝑅𝑒𝜏 (M) are thus available provided (i) ℓ+ is lower825
than about 40, and (ii) outer layer similarity is maintained.826

As a side remark, we observe that the relations obtained in this section have been generated827
by fitting data that pertain to the turbulent flow in a channel with asymmetric boundaries,828
and all the quantities (mean streamwise velocity, turbulence statistics, and macroscopic829
coefficients) have been normalized with the macroscopic-pressure-gradient-based shear830
velocity, 𝑢𝜏 (M) . Since different choices appear in the literature, we provide in Appendix831
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Figure 16: The roughness-function-related quantities D and F , plotted against the
parameter Ψ for the different porous patterns considered (same symbols as in figure 13,
filled for D and empty for F ). Correlations (3.12) and (3.13) are plotted with solid lines.

B key quantities scaled with the total stress at the bottom wall. It is also shown that equations832
(3.12) and (3.13) remain reasonably accurate, independently of the choice of 𝑢𝜏 .833

3.4. Can we make a-priori predictions?834

It is useful to assess the accuracy of (3.12) and (3.13) for the turbulent flow over perturbed835
boundaries different from the porous ones based on which these correlations have been836
generated. In particular, we choose to check the generality of the relations above by validating837
them against existing numerical/experimental results for the motion over rough, impermeable838
walls (K𝑦𝑦 = 0) with either two- or three-dimensional wall corrugations. The results in figure839
17 are related to the turbulent flow

(
𝑅𝑒𝜏 (M) = 182.70

)
in a symmetric channel delimited by840

walls roughened with in-line patterns of cubical protrusions having side length 𝑒 and pitch ℓ =841
2𝑒. The Oseen-based upscaled coefficients, sensitive to the level of near-interface advection842
and hence to the value of ℓ+, are evaluated for ℓ+ = (0, 12, 23.9, 35.9, 47.8) and are plotted843
in figure 17(a). The corresponding values of Ψ are (0, 2.84, 4.39, 5.78, 7.29), and are used to844
predict the behavior of the quantity D in figure 17(b). These predictions are compared against845
the numerical results of the feature-resolving simulations by Hao & Garcı́a-Mayoral (2024),846
and good agreement is observed. To highlight the need of incorporating near-wall advection847
into the homogenization model, the calculations have been repeated by setting 𝑅𝑒𝑠𝑙𝑖 𝑝 equal848
to 0 in (2.22) and (2.23), and significant errors in the predictions of D are found when ℓ+849
exceeds 10. In fact, the Stokes-based results coincide with the Oseen-based ones for ℓ+ ≲ 10, a850
threshold similar to that reported by Ahmed & Bottaro (2024) for laminar channel flows. Since851
Δ𝑈+ = 𝑈+

𝑠𝑙𝑖 𝑝
−D, the calculation of the roughness function based on the values obtained for852

D requires knowledge of the slip velocity,𝑈+
𝑠𝑙𝑖 𝑝

. It may be tempting to use the approximation853

𝑈+
𝑠𝑙𝑖 𝑝 = 𝜆+𝑥

𝜕𝑈
+

𝜕𝑌+

����
𝑌=0

≈ 𝜆+𝑥 , but care must be exerted, since significant errors appear in the854

predicted𝑈+
𝑠𝑙𝑖 𝑝

as ℓ+ becomes large, as a result of the large Reynolds stress generated at the855

channel virtual boundary in 𝑌 = 0 (Hao & Garcı́a-Mayoral 2024). It is the approximation856



33

Figure 17: Turbulent flow (𝑅𝑒𝜏 ≈ 180) in a symmetric channel whose top/bottom
boundaries are roughened with cubes (in-line arrangement) of size-to-pitch ratio 𝑒/ℓ = 0.5,
with the spacing in wall units, ℓ+ = 𝜖𝑅𝑒𝜏 (M) , varied up to 50. Values of the macroscopic
coefficients are plotted against ℓ+ in panel (a). In panel (b), the behavior of the parameter D
based on (3.12) is shown (blue curve), and is validated against the results by Hao & Garcı́a-
Mayoral (2024) obtained from full simulations (squares). The black dashed curve refers to
the predictions of (3.12) when Ψ is evaluated with the Stokes-based upscaled coefficients,
neglecting near-wall inertia; they are 𝜆𝑥 = 𝜆𝑧 ≈ 0.0653 and K𝑖𝑡 𝑓

𝑥𝑦 ≈ K𝑖𝑡 𝑓
𝑧𝑦 = 0.0083.

𝜕𝑈
+

𝜕𝑌+

����
𝑌=0

= 1 which eventually breaks down. In fact, based on the values of 𝑈+
𝑠𝑙𝑖 𝑝

and 𝜆+𝑥857

reported by Hao & Garcı́a-Mayoral (2024), we observe that the absolute deviations between858
the two quantities, for ℓ+ = (12, 23.9, 35.9, 47.8), are respectively (1%, 4%, 28%, 53%). If859
we substitute 𝑈+

𝑠𝑙𝑖 𝑝
= 𝜆+𝑥 into (3.12), with the Oseen-based coefficients, we obtain Δ𝑈+ ≈860

(−0.73,−1.48,−2.49,−4.01), progressively deviating from the values computed by Hao &861
Garcı́a-Mayoral (2024): Δ𝑈+ ≈ (−0.50,−1.69,−3.77,−4.91).862

The next case examined is that of riblets. Rather than explicitly using the expression863
recalled earlier, Δ𝑈+ = ℓ+

𝑈
− ℓ+

𝑇𝑢𝑟𝑏.
, which is not predictive unless turbulent simulations are864

conducted for any shape of the riblets (or a model allowing for a priori predictions of ℓ+
𝑇𝑢𝑟𝑏.

865
is formulated, e.g., the “viscous vortex model” by Wong et al. (2024)), we employ (3.13).866
Clearly, when Ψ is vanishingly small the relationship (3.13) yields the classical viscous867
approximation Δ𝑈+ = Δ𝜆+ (Luchini 1996; Garcia-Mayoral & Jiménez 2011). Conversely,868
the behavior of the roughness function can deviate significantly from this linear equation as ℓ+869
increases and transpiration becomes more pronounced. Different ribleted surfaces are shown870
in figure 18. For each geometry, the macroscopic coefficients are calculated (Appendix C)871
and expressed in wall units by applying (3.2b) and (3.2c) for different spacings ℓ+ = 𝜖𝑅𝑒𝜏 (M)872
within the range considered (0 ⩽ ℓ+ ⩽ 36); the values of Ψ are accordingly between 0 and873
7.4. The predictions in the form Δ𝑈+ versus ℓ+, plotted with blue solid lines, are validated874
against the DNS results by Wong et al. (2024) and the experimental findings by Bechert875
et al. (1997); a reasonably good agreement can be ascertained from the figure, including the876
deviation from the linear dependence departing from the viscous regime, the performance877
degradation when the pitch distance exceeds a threshold between 15 and 20, and eventually878
the drag increase for large riblets’ periodicity. For larger values of ℓ+, not considered in879
the figure, predictions of the correlation are questionable since the resulting values of Ψ880
are significantly beyond the applicability range of the present correlation. For instance, Gatti881
et al. (2020) studied the turbulent flow over trapezoidal riblets (similar to those in figure 18(d)882
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Figure 18: Behavior of Δ𝑈+ with the increase in ℓ+, for the turbulent flow over surfaces
with different shapes of riblets. The proposed correlations (D-based (3.12): black solid
lines; F -based (3.13): blue solid lines) are validated against relevant DNS/experimental
results from the literature (red symbols). The literature results plotted are by (a–e) Wong
et al. (2024) and (f ) Bechert et al. (1997); the latter were reported originally in terms of

Δ𝐶 𝑓

𝐶 𝑓 , 𝑠𝑚𝑜𝑜𝑡ℎ
and the corresponding values of Δ𝑈+ are obtained here employing the relation

Δ𝑈+ = − Δ𝐶 𝑓

𝐶 𝑓 , 𝑠𝑚𝑜𝑜𝑡ℎ

[
(2𝐶 𝑓 , 𝑠𝑚𝑜𝑜𝑡ℎ)−0.5 + 1.25

]
. In all panels, the thick black dashed lines

represent the simple linear dependence Δ𝑈+ = 𝜆+𝑥 − 𝜆+𝑧 = (𝜆𝑥 − 𝜆𝑧) ℓ+, while the gray
dashed lines (wide dashes) show the predictions for Δ𝑈+ given by Wong et al. (2024) based
on the so-called “viscous vortex model”.

but with angle of 53.5◦ and height equal to 0.476 ℓ) and found that Δ𝑈+ tends to become883
almost constant for ℓ+ larger than about 60, a behavior which cannot be captured by (3.13).884
Another point to be mentioned is that, for the ribleted surfaces examined in figure 18, the885
D-based predictive relationship (3.12), with 𝑈+

𝑠𝑙𝑖 𝑝
set to 𝜆+𝑥 , yields results for Δ𝑈+ (plotted886

with orange solid lines) which are generally of lower accuracy than those obtained from887
(3.13). In addition, the viscous-vortex-model-based predictions of the roughness function,888
provided by Wong et al. (2024), are added to the figure; they generally exhibit reasonable889
accuracy up to the optimal ℓ+ value for each ribleted surface (i.e., that corresponding to the890
maximum attainable drag reduction).891

It is worth concluding this section with some notes of caution as to the applicability of our892
predictive correlations.893

(i) The expressions (3.12) and (3.13) are formulated based on the results of sixteen894
homogenization-based DNSs, considering only four configurations of the porous sub-895
strate; all cases relate to transversely isotropic patterns and are characterized by a unique896
value of porosity, 𝜃 = 0.5. More work is certainly needed before the generality of these897
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predictive relationships can be fully confirmed. This is also emphasized in view of the898
possible deviations between the upscaling-based numerical results (employed to obtain899
all the trends/relationships in this paper) and the real values of the quantities of interest,900
attainable for example via high-fidelity feature-resolving DNSs.901

(ii) There are configurations for which the two proposed correlations may not be tenable.902
An example is the case of a superhydrophobic wall, with a flat and undeformable903
liquid/gas interface. In this case �̃�𝑟𝑚𝑠 = 0 and equation (3.12) reduces to Δ𝑈+ = 𝑈+

𝑠𝑙𝑖 𝑝904

(incidentally, also the expression D =
𝐵

𝜅
�̃�𝑟𝑚𝑠 of Orlandi & Leonardi (2008) yields the905

same result). Since 𝑈+
𝑠𝑙𝑖 𝑝

≈ 𝜆+𝑥 the roughness function would then have a value larger906

than that of the conventional viscous approximation, Δ𝑈+ = 𝜆+𝑥 − 𝜆+𝑧 (which is retrieved907
by the F -based relationship (3.13)). For the case of superhydrophobic ribs it has been908
shown by Luchini (2015) that results for Δ𝑈+ obtained with either no-slip/no-shear909
boundary conditions or with a homogenized condition collapse well with the linear,910
viscous approximation until ℓ+ ≈ 30.911

(iii) The good agreement between the predictions of (3.13) and the reference results for912
Δ𝑈+ in figure 18 does not imply that the correlation captures, for example, the initiation913
of a Kelvin-Helmholtz instability past some threshold value of ℓ+. We believe that our914
correlations represent an improvement over linear, viscous results (dashed lines in figure915
18) to predict the roughness function, but we would not want to push this as far as stating916
that they capture the physics at large values of ℓ+. From a mathematical perspective,917
equation (3.13) appears to reasonably quantify drag reduction up to and beyond its918
maximum attainable value, for each ribleted surface considered.919

4. Assumptions and range of validity of the model920

It is necessary to highlight and properly assess the validity of the assumptions and simpli-921
fications adopted in the present work, considering the physical problem and the upscaling922
approach. Here, we focus on the following issues:923

(i) The effect of near-wall advection appears in the homogenization model through an924
Oseen-like linearization of the momentum equation governing the microscale problem.925
This approximation, described in Section 2.2, requires the choice of a streamwise926
convective speed representative of the flow near the porous/free-fluid interface (for927

instance, refer to the near-interface behavior of 𝑈+ displayed in figure 5). The slip928
velocity �̂�𝑠𝑙𝑖 𝑝, averaged over the fictitious interface, is used in the present work as a929
characteristic uniform scale to linearize the problem, and with this simple assumption930
a good agreement between the model predictions and the results of the fine-grained931
DNS is obtained (Section 3.1). However, there are other options which are “reasonable”,932
albeit more complicated, that could be adopted, for example assigning a distribution of933
the streamwise velocity component, as function of the wall-normal coordinate, going934
from the Darcy’s velocity �̂�𝑑𝑎𝑟𝑐𝑦 in the deep porous region to the slip velocity �̂�𝑠𝑙𝑖 𝑝935
at �̂� = 0 and, finally, to a linearly increasing behavior for �̂� > 0; clearly, this choice936
requires an approximation of the way the velocity decays below the porous/free-fluid937
interface. For future research, near-interface inertia may be taken into account with a938
fully nonlinear model, rather than with the current Oseen linearization. This can be939
achieved by the use of adjoint homogenization (Bottaro 2019). Furthermore, it would940
be interesting to explore how the values of the upscaled coefficients estimated from the941
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different approaches compare with those predicted by machine learning algorithms for942
a large variety of wall microstructures.943

(ii) The normalization adopted, embodied by equations (2.2a)–(2.2c), implies that the944
characteristic time scale of the fluid within the porous medium is much larger than the945
temporal scale of phenomena in the free-fluid domain. This is corroborated by results946
of several, previous texture-resolving simulations conducted under conditions similar to947
the present ones. Further, to ensure the absence of time-dependent effects in the present948
microscopic closure problems, we have numerically solved them with a time-dependent949
solver for values of 𝑅𝑒𝑠𝑙𝑖 𝑝 up to 60, eventually always reaching steady solutions. Should950
near-wall transient effects become significant, for example beyond some critical value of951
𝑅𝑒𝑠𝑙𝑖 𝑝 function of the geometry of the porous substrate, time should be incorporated into952
the upscaling framework and the effective interface conditions would involve convolution953
kernels, similar to the case of poroelastic interfaces (Zampogna et al. 2019b). Then,954
because of phenomena such as unsteady vortex shedding near the porous/free-fluid955
boundary, sufficiently large microscopic elementary cells (possibly consisting of several956
geometric unit cells) must be used to solve the closure problems (Agnaou et al. 2016).957

(iii) The first term in the transpiration velocity boundary condition (2.19b) is associated958
with the vertical gradient of the normal stress 𝑆22 and includes the intrinsic medium959
permeabilityK𝑦𝑦 as a macroscopic coefficient. The parameterK𝑦𝑦 vanishes by definition960
for rough, impermeable walls, while it can be easily evaluated for a deep porous bed961
from the solution of a Stokes system on a triply-periodic unit cell, imposing unit forcing962
along 𝑦. From a theoretical perspective, this approach assumes that the porous region963
is formally infinite in depth, for periodicity to perfectly apply along 𝑦. In practical964
situations, permeable substrates are, conversely, of finite depth and typically bounded965
at the bottom in �̂� = −ℎ (as in the pattern considered in figure 5). Since a correct966
transpiration velocity condition is sensitive mainly to the flow characteristics in a layer967
around the interface at �̂� = 0, we believe that the procedure followed to evaluate K𝑦𝑦968
holds also for porous substrates bounded from below, at least as long as their depth969
is sufficiently large. If one were, on the other hand, to solve a Stokes system (with970
unit forcing imposed along 𝑦) on a unit cell periodic in 𝑥 and 𝑧 and extending all the971
way to the bottom impermeable boundary, then the result K𝑦𝑦 = 0 would be found;972
as a consequence, the transpiration boundary condition (at least, up to second-order973
accuracy in 𝜖) would be free of a velocity-pressure coupling term†. In this regard, it is974
pertinent to refer to the study by Hao & Garcı́a-Mayoral (2024) on porous beds formed975
by staggered cubes, where they concluded that substrates deeper than about 50 viscous976
units can be classified as “sufficiently deep”. Under this condition, the turbulent flow977
perceives the substrate as deep enough to exhibit its permeable character fully such978
that the flow characteristics become almost insensitive to any further increase in the979
depth. Since the grains’ pitch distance ℓ+ is varied in the present work between 10980
and 40, five rows of solid inclusions are enough for the above-mentioned threshold of981
the substrate depth to be safely satisfied, for all the porous beds considered. The good982
agreement between the model results and the grain-resolving simulation (Section 3.1) for983
the pattern 𝑇𝐶20 (with bed depth ≈ 200 viscous units) confirm that this is the case. For984
the same configuration, we elaborate on the significance of incorporating the medium-985
permeability-related term in the transpiration velocity boundary condition (2.19b) by986
showing in figure 19 the predictions of the homogenization-based DNS when K̂𝑦𝑦 is set987

† A similar issue was treated by Sharma & Garcı́a-Mayoral (2020) in the evaluation of the wall-normal
flow impedance for a canopy with a bottom, impermeable boundary.
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Figure 19: Turbulent channel flow (𝑅𝑒𝜏 (M) = 193) over the porous substrate𝑇𝐶20. Results
of the fine-grained simulation (red lines) are used to validate the predictions of three
different homogenized simulations, i.e. with the effective boundary conditions of the three
velocity components imposed (green lines with filled circles), with the transpiration velocity
suppressed (blue lines), or with the intrinsic medium permeability K̂𝑦𝑦 set to zero in (2.19b)
for the substrate to be modeled as a rough, impermeable wall (yellow lines). The dashed
black profiles refer to the smooth, impermeable channel case.

to zero. It is clear that modeling such a deep porous substrate as a rough, impermeable988
boundary adversely affects the accuracy of the predictions, yet the results remain better989
than when transpiration at the fictitious interface is fully suppressed‡. The role of the990
medium permeability is less important in the case of the patterns 𝑇𝑀 and 𝐿𝑀 for which991

K𝑦𝑦 << K 𝑖𝑡 𝑓
𝑥𝑦,𝑧𝑦 , as shown in table 1.992

(iv) Finally, for the case of shallow substrates (not treated here), one would probably993
need to define and solve different auxiliary, microscopic problems.994

With respect to the applicability range of the effective boundary conditions (2.19a–2.19c),995
it is a complex undertaking to seek a single formal criterion that determines the limit of996
validity of the upscaling approach since the accuracy of the model can be sensitive to a large997
number of geometric and flow parameters, for instance, the size, shape, and orientation of998
the grains, the porosity of the substrate, the degree of regularity of the surface microstructure999
and the Reynolds number. Taking all these factors into considerations requires extensive1000
studies in which the model predictions are to be validated against fully-resolving DNSs1001
and/or accurate experimental results. From a conceptual perspective, the first-order “Navier-1002
slip” effective conditions of the streamwise and the spanwise velocity components are valid1003
only for vanishingly small surface elements, while taking the boundary conditions to higher1004
order, including the definition of the transpiration velocity component (2.19b), allows us to1005
consider larger surface manipulations. The incorporation of near-wall advection is believed1006
to enhance significantly the robustness of the present model.1007

The discussion in Section 3.3 highlights the role of the r.m.s. fluctuations of the transpira-1008
tion velocity at the virtual plane, �̃�𝑟𝑚𝑠, key parameter that controls turbulence over irregular1009
and porous walls; ergo we find it pertinent to judge, preliminarily, the applicability of the1010
effective boundary conditions based on the level of �̃�𝑟𝑚𝑠 estimated a priori from (3.11)1011
as function of the macroscopic parameter Ψ of the rough/porous wall. The porous pattern1012
chosen for validation of the homogenization-based model in Section 3.1 is characterized by1013
Ψ ≈ 5.4 and �̃�𝑟𝑚𝑠 close to 0.2; reasonable accuracy of the model is observed upon validation,1014

‡ The reader is also referred to the imposition of the transpiration velocity boundary condition, including
the medium permeability effect, in the studies by Lācis et al. (2020) and Naqvi & Bottaro (2021), where
different flow problems and porous patterns are considered.
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Figure 20: Turbulent flow in a symmetric channel bounded by permeable substrates
consisting of staggered cubes: (a) sketch of the full domain considered by Hao & Garcı́a-
Mayoral (2024); (b) topology of the staggered pattern, where the unit cell dimensions are
ℓ × ℓ × ℓ; (c) the macroscopic coefficients, evaluated for different values of ℓ+ following
the procedure explained in Section 2. Since the pattern is three-dimensional, we cannot
set any of the spatial derivatives to zero to simplify closure problems (2.13) and (2.15). In
frame (d) the behavior of the parameter D based on (3.12) with either the Oseen-based or
the Stokes-based upscaled coefficients, validated against the reference results plotted with
filled square symbols.

which is encouraging taking into consideration the significantly low numerical cost of the1015
homogenized DNS compared to the full texture-resolving one.1016

Up to this point, only results for turbulence over anisotropic permeable substrates have1017
been discussed, with the inclusions placed in an inline arrangement and infinitely elongated1018
in either the streamwise (patterns LC and LM) or the spanwise (TC and TM) direction. It1019
is appropriate, at this stage, to test the model also for the case of the turbulent flow over1020
geometrically isotropic porous arrays consisting of three-dimensional staggered inclusions.1021
This is more representative of patterns of packed grains. The configuration studied is1022
illustrated in figure 20(a), one of those investigated via fine-grained numerical analysis1023
by Hao & Garcı́a-Mayoral (2024). The ℓ × ℓ × ℓ unit cell of the porous domain, shown in1024
figure 20(b), consists of a full solid cube in the middle, with edge length ℓ/2, and one-eighth1025
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Figure 21: Distribution of the mean velocity and behaviors of sample turbulence statistics
for the flow over staggered cubes characterized by 𝜃 = 0.75 and ℓ+ = 24 (cf. figure 20):
predictions of the homogenization-based DNS (red lines) are validated against results of
the fine-grained DNS (filled circles) by Hao & Garcı́a-Mayoral (2024), while the dashed
profiles pertain to the smooth, impermeable channel case.

of a cube at each of the corners, satisfying a porosity of 0.75. The Oseen-based upscaled1026
coefficients are evaluated for varying values of ℓ+ (figure 20(c)), where the corresponding1027
values of Ψ are estimated to be around (3.8, 6.3, 8.5, 10.7) when ℓ+ is equal to (12, 24, 36,1028
48). While the values of the interface coefficients are close to those obtained earlier for the1029
rough, impermeable surface (cf. figure 17), the corresponding values of Ψ are now larger1030
due to the contribution of the medium permeability K𝑦𝑦 ≈ 0.0065 (cf. equation 3.10). Our1031
predictions based on (3.12) for D are calculated and plotted in figure 20(d); they match the1032
reference results by Hao & Garcı́a-Mayoral (2024) up to ℓ+ ≈ 36 (Ψ ≈ 8.5). Our DNS cannot1033
extend up to such a value of Ψ, on account of the stability issues discussed in Appendix1034
A; running the model using the current computational scheme on cases for which �̃�𝑟𝑚𝑠1035
exceeds 0.25 (Ψ ≳ 6.5) may result in questionable numerical solutions. A direct numerical1036
simulation, employing the effective boundary conditions, is thus conducted for the same1037
configuration shown in figure 20, with ℓ+ ≈ 24 (Ψ ≈ 6.3), near what we consider to be1038
the limit of applicability of the model†. Sample results are displayed in figure 21 and are1039
compared against those by Hao & Garcı́a-Mayoral (2024). It is interesting that at such a1040
value of Ψ the model can still provide trends reasonably consistent with the reference results,1041
concerning the distribution of the mean streamwise velocity in the channel (which displays1042
a considerable increase in drag) as well as the near-interface behaviors of the Reynolds1043
stress and of the turbulent fluctuations in the velocity components. The present findings1044
are encouraging for future research in which the accuracy of the model can be assessed1045

† We define the limit of applicability with respect to the ability of the model to reproduce macroscopic
feature-resolved results (e.g. roughness function, flow rate, skin friction coefficient, etc.) to within an
approximation of ±20%. For the pattern 𝑇𝐶20 this occurs when Ψ = 5.4, as discussed in Section 3.1.
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(and adjustments/improvements of the formulation recommended) for several types of wall1046
microstructures, including irregular porous media and rough surfaces, ribleted walls, liquid-1047
infused surfaces under the condition of lubricant depletion, etc.1048

5. Conclusions1049

Before summarizing the outcomes of the present work, it is useful to briefly outline1050
the objectives we were planning to achieve. Our primary aim was to derive a model of1051
wall boundary conditions capable to replace the expensive texture-resolving simulations of1052
turbulent flows, to test its validity and assess its limitations. The boundary model derived1053
extends that going by the name of Beavers-Joseph-Saffman in several respects: it goes to1054
higher order in terms of the expansion parameter 𝜖 , it includes effects of advection (admittedly,1055
in an approximate fashion), and it contains no empirical parameters. The second goal we were1056
aiming to achieve was to find a correlation between the model constants (slip and permeability1057
coefficients) and macroscopic features of the flow, such as the vertical fluctuating velocity1058
and Hama’s roughness function. The third objective was to assess whether the model’s1059
parameters, stemming from the microscopic simulations, could be used to make a priori1060
predictions of turbulent flows in channels bounded by microstructured/permeable walls. We1061
believe that, on all three counts above, several interesting advances have been made.1062

A more detailed account of results and conclusions now follows. The macroscopic1063
parameters characterizing porous/rough walls are the two Navier-slip coefficients (𝜆𝑥 ,𝜆𝑧), the1064

two interface permeability coefficients (K 𝑖𝑡 𝑓
𝑥𝑦 , K 𝑖𝑡 𝑓

𝑧𝑦 ), and the intrinsic medium permeability1065
(K𝑦𝑦 , nonzero for sufficiently deep porous substrates); all of them are sensitive to both the1066
micro-structural details of the wall and to the level of advection in the vicinity of the interface.1067
The asymptotic homogenization framework adopted incorporates the latter effect into the1068
analysis of the microscale problem via an Oseen-like linearization, and a Reynolds number1069
𝑅𝑒𝑠𝑙𝑖 𝑝 = ℓ+𝑈+

𝑠𝑙𝑖 𝑝
hence appears in the closure problems used to evaluate the upscaled1070

coefficients of the model, which contribute to the definition of high-order effective boundary1071
conditions of the three velocity components (2.19a–2.19c) at a virtual plane boundary next1072
to the physical porous/rough one.1073

The effective boundary conditions were employed to simplify a set of direct numerical1074
simulations of the turbulent flow in a channel delimited from one side (at 𝑌 = 2) by a1075
smooth, impermeable wall and from the other side (at 𝑌 ⩽ 0) by a transversely isotropic1076
porous substrate having a porosity 𝜃 = 0.5. Four patterns of the substrate were studied, two1077
streamwise-elongated and two spanwise-elongated, and for each of them four values of the1078
inclusions pitch, ℓ+, were tested in the range 0 < ℓ+ < 40. The model was validated, for1079
one challenging case (transverse cylinders with ℓ+ ≈ 40) against a classical fine-grained1080
DNS, and acceptable agreement was found. The mean velocity profiles and the turbulence1081
statistics at, and next to, the permeable walls were analyzed to interpret the behavior of the1082
roughness function and the ensuing increase/reduction in skin-friction drag, Δ𝐶 𝑓 %. Drag1083
reduction (here up to 5%) is achieved exclusively with substrates of streamwise-preferential1084

permeability (where 𝜆+𝑥 > 𝜆+𝑧 and K 𝑖𝑡 𝑓 ,+
𝑥𝑦 > K 𝑖𝑡 𝑓 ,+

𝑧𝑦 ), and is proportional, for small values1085
of ℓ+, to Δ𝜆+ = 𝜆+𝑥 − 𝜆+𝑧 . For the turbulent flow over substrates of spanwise-preferential1086
permeability (or even those elongated in the streamwise direction and characterized by1087
excessive ℓ+ values), an increase in the skin-friction drag is detected (here up to 27%) and1088
is accompanied by large levels of r.m.s. fluctuations in wall-normal and spanwise velocity1089
components, in the Reynolds stress, 𝜏𝑅𝑥𝑦 , and in the rate of production of turbulent kinetic1090
energy, 𝑃𝑇 , near the substrate/channel interface.1091

In view of the results extracted from the sixteen DNSs performed for the turbulent flow1092
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over modeled substrates, special attention was directed to the dependence of the roughness1093
function, Δ𝑈+, on �̃�𝑟𝑚𝑠, �̃�𝑟𝑚𝑠, and 𝜏𝑅𝑥𝑦 (tildes are used to denote values at the porous/free-1094
fluid interface, 𝑌 = 0). While the relation between Δ𝑈+ and each of these turbulence-1095
characterizing quantities differs according to the geometry/configuration of the porous bed,1096
the data are found to collapse quite well when specific roughness-function-related quantities1097
are examined; they areD = 𝑈+

𝑠𝑙𝑖 𝑝
−Δ𝑈+ andF = Δ𝜆+−Δ𝑈+, and they increase monotonically1098

with �̃�𝑟𝑚𝑠, �̃�𝑟𝑚𝑠, and 𝜏𝑅𝑥𝑦 . Moreover, evidence of the significant role played by �̃�𝑟𝑚𝑠 as a1099
control parameter in the turbulent flow over not only permeable but also rough, impermeable1100
boundaries was demonstrated, particularly thanks to the work by Leonardi, Orlandi and1101
collaborators (Leonardi et al. 2003; Orlandi & Leonardi 2006, 2008). The quantities D and1102
F were expressed as functions of �̃�𝑟𝑚𝑠 via the fitting correlations (3.3) and (3.6), respectively.1103
To put these relationships to practical use in the a priori evaluation of the roughness function1104
(i.e., without the need for running the direct numerical simulations) the dependence of �̃�𝑟𝑚𝑠1105
on the upscaled coefficients of the homogenization model was explored; based on the present1106
results, a compound macroscopic quantity Ψ, defined by (3.10), is proposed as a single1107
parameter correlated to �̃�𝑟𝑚𝑠. Eventually, the most significant result of the present study is1108
the nexus found among the roughness function, the slip velocity, and the upscaled coefficients,1109
i.e.1110

Δ𝑈+ = 𝑈+
𝑠𝑙𝑖 𝑝 − 11.5 ×

(
0.00075Ψ3 + 0.002Ψ2

)0.6
, (4.1)1111

1112

Δ𝑈+ = Δ𝜆+ − 11.5 ×
(
0.00075Ψ3 + 0.002Ψ2

)
. (4.2)1113

Although these equations are originally based on fitting the present results for the turbulent1114
flow over porous substrates, they yield satisfactory agreement with simulation and experi-1115
mental results for selected rough, impermeable boundaries (Hao & Garcı́a-Mayoral 2024;1116
Wong et al. 2024; Bechert et al. 1997), within the range of validity of the model (cf. Section1117
4). One very interesting point is that the non-monotonic behavior of Δ𝑈+ with the increase in1118
ℓ+ for the case of riblets (linear/non-linear trends of drag reduction followed by performance1119
degradation and eventually drag increase) can be captured by (4.2) up to ℓ+ values of about1120
40.1121

The present analysis provides sufficient motivation to carry out further investigations1122
for the purpose of either assessing the versatility of (4.1) and (4.2) for the turbulent1123
flow over various textured boundaries or proposing more robust correlations. Once this1124
is accomplished, the findings can be employed, for instance, to accelerate large-scale1125
optimization studies of the wall micro-structure (topology/size/arrangement of the grains),1126
avoiding direct or large eddy simulations at least in the preliminary stages of the work.1127
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Appendix A. Considerations on the transpiration velocity boundary condition1134

The following assumptions/simplifications related to the imposition of the boundary con-1135
dition (2.19b) in the direct numerical simulations are adopted, mainly to guarantee the1136
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stability of the solution. Handling the pressure gradient
𝜕𝑝

𝜕�̂�
at the fictitious plane �̂� = 01137

is of much importance. If the physical wall were smooth and impermeable, one would1138

write
𝜕𝑝

𝜕�̂�

����
0
= 𝜇

𝜕2�̂�

𝜕 �̂�2

����
0
, which also applies to walls/substrates with small surface protrusions,1139

e.g., vanishingly small values of ℓ+. The present work includes the study of the turbulent1140
flow over porous substrates having relatively large values of ℓ+ (up to ≈ 40), and thus the1141
aforementioned expression becomes questionable. We have found it effective and sufficiently1142
accurate to incorporate the inertial effects associated with the transpiration velocity into the1143

expression above, to obtain
𝜕𝑝

𝜕�̂�

����
0
=

(
𝜇
𝜕2�̂�

𝜕 �̂�2 − 𝜌�̂� 𝜕�̂�
𝜕�̂�

)����
0
. The boundary condition (2.19b) now1144

reads1145

�̂� |0 ≈
K̂𝑦𝑦

𝜇

(
𝜌�̂�
𝜕�̂�

𝜕�̂�
+ 𝜇 𝜕

2�̂�

𝜕 �̂�2

)�����
0

− K̂ 𝑖𝑡 𝑓
𝑥𝑦

𝜕

𝜕𝑥

(
𝜕�̂�

𝜕�̂�
+ 𝜕�̂�
𝜕𝑥

)����
0
− K̂ 𝑖𝑡 𝑓

𝑧𝑦

𝜕

𝜕𝑧

(
𝜕�̂�

𝜕�̂�
+ 𝜕�̂�
𝜕𝑧

)����
0
. (A1)1146

With the continuity equation in mind, we have1147

𝜕2�̂�

𝜕 �̂�2

����
0
=
𝜕

𝜕�̂�

(
𝜕�̂�

𝜕�̂�

) ����
0
=
𝜕

𝜕�̂�

(
−𝜕�̂�
𝜕𝑥

− 𝜕�̂�

𝜕𝑧

) ����
0
, (A2)1148

and (A1) becomes1149

�̂� |0 ≈ K̂𝑦𝑦
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𝜌

𝜇
�̂�
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0
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)����
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(A3)1150
Employing the Navier’s slip conditions1151

�̂�
��
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0
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����
0
, (A4)1152

to further simplify (A3), we eventually obtain the following expression:1153

�̂� |0 ≈
𝜌K̂𝑦𝑦

𝜇

(
�̂�
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����
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. (A5)1154

Note that the simplification made to the first-order Navier’s slip conditions in (A4) by1155
neglecting the terms where �̂� appears derived with respect to either 𝑥 or 𝑧 relies on the fact1156
that the vertical velocity at the wall is of order 𝜖2 (cf. 2.18b). This assumption is employed1157

in particular to render
𝜕

𝜕𝑥

𝜕�̂�

𝜕�̂�

����
0

and
𝜕

𝜕𝑧
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����
0

in the first term of (A3) equal to
1
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𝜕�̂�

𝜕𝑥

����
0

1158

and
1
�̂�𝑧

𝜕�̂�

𝜕𝑧

����
0
, respectively, while the complete first-order Navier’s slip conditions can be1159

used directly for the interface-permeability-related terms. Interestingly, if the viscous terms1160

𝜇
𝜕2�̂�

𝜕𝑥2

����
0

and 𝜇
𝜕2�̂�

𝜕𝑧2

����
0

were included in the definition of
𝜕𝑝

𝜕�̂�

����
0
, the same expression (A5) would1161

be obtained without the need for the approximation in (A4).1162

It is important to emphasize that any simplifications made here to the transpiration velocity1163
boundary condition should be perceived as part of the modeling procedure, where our final1164
validity criterion is the comparison between the results of the macroscopic model and the1165
fine-grained DNSs (cf. figures 6, 7, and 21). In this manner, we assess the combined influence1166
of the different sources of errors entailed in the upscaling method on the accuracy of the1167
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predictions. For example, the transient term −𝜌 𝜕�̂�
𝜕𝑡

����
0
, omitted here in the definition of

𝜕𝑝

𝜕�̂�

����
0
,1168

would contribute to �̂� |0 by an amount K̂𝑦𝑦

𝜌

𝜇

𝜕�̂�

𝜕𝑡

����
0

which is of order 𝜖5𝑅𝑒𝜏𝑢𝜏 ; this becomes1169

as large as 𝜖2𝑢𝜏 , i.e. theoretically comparable to the terms in (A5), when 𝜖 approaches 0.21170
(for 𝑅𝑒𝜏 ≈ 190). Nonetheless, one cannot quantify the inaccuracy of the method solely1171
based on the growth of this term, unaccounted for in equation (A5). Ideally, should transient1172
effects be significant in the microscopic region, a more sophisticated upscaling model would1173
be needed to incorporate them, yielding macroscopic coefficients which are possibly time-1174
variant (Zampogna et al. 2019b; Lasseux et al. 2019) and/or higher-order unsteady terms in1175
the expressions of the effective boundary conditions (Ahmed et al. 2022a).1176

The following equation, which can be simply derived from (A5), is the expression of the1177
transpiration velocity boundary condition implemented in the numerical code:1178
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����
0

)
. (A6)1179

Special attention is directed to the denominator of the right-hand-side term in (A6) since1180
small values at one iteration may result in exceedingly large transpiration velocities, which1181
can seriously disrupt the progress of the iterative process and the solution. For numerical1182
calculations at a given time, 𝑡, the value of the denominator is explicitly evaluated from the1183
previous time instant, 𝑡 − Δ𝑡. Clearly, for vanishingly small values of ℓ+, the near-interface1184

advection is negligible compared to the viscous effects, and hence
𝜌K̂𝑦𝑦

𝜇

𝜕�̂�

𝜕�̂�

����
0

approaches1185

0 so that the denominator in (A6) tends to 1. On the other hand, for porous substrates1186
made of transverse/longitudinal cylindrical inclusions with the largest ℓ+ studied here, the1187
distributions of the value of the denominator over space (𝑥–𝑧) at different time instants are1188
found to lie within a range extending from 0.25 to 2; values outside this range (recorded at1189
less than 1% of the points on the virtual wall) are considered as outliers and are forced equal1190
to the closest limit (either 0.25 or 2). Similarly, the value of the transpiration velocity �̂�

��
0 is1191

monitored and is bounded within±2 𝑢𝜏 (M) , again with outliers detected at less than 1% of the1192
points. It is worth noting that these outliers are observed here for the modeled substrates𝑇𝐶201193
and 𝐿𝐶20 only. If porous patterns with larger periodicity or porosity were considered, we1194
would expect the errors associated with imposing such artificial limits to be more significant.1195
Finally, for conservation of mass to be satisfied over the whole computational domain, the1196
plane-averaged value of �̂�

��
0 must vanish. Small deviations associated with numerical error1197

are found to undermine convergence; to overcome this, the plane-averaged value of �̂�
��
0 is1198

evaluated every 10 time steps and uniformly subtracted from the local values.1199
At each time instant, evaluation of the effective boundary conditions takes place as part of1200

the iterative process of the implicit scheme used for temporal discretization; the convergence1201
of the numerical solution is demonstrated in figure 22 considering two sample cases, 𝑇𝐶101202
(top) and 𝑇𝐶20 (bottom).1203



44

Figure 22: Convergence of
√︃
< 𝑈+

𝑖
𝑈+
𝑖
> at 𝑌 = 0 during the iterative process, over 4 time

steps (one time step requires 20 inner iterations of the implicit procedure;<> indicates 𝑋−𝑍-
spatial averaging). Red lines are plotted with the velocities obtained from the numerical
solution at the end of each inner iteration, while black dashed lines are obtained by explicitly
evaluating all terms in the effective conditions imposed in the code.

Appendix B. Normalization based on wall shear velocity1204

The macroscopic-pressure-gradient-based velocity scale 𝑢𝜏 (M) has been used for normal-1205
ization throughout the paper. To facilitate comparisons with previous studies we also provide1206
the values of the major parameters related to the mean velocity profile when normalized by1207
the permeable-interface shear velocity 𝑢𝜏 (B) , and of the model coefficients when the 𝑅𝑒𝜏 (B)1208
is used in (3.2b) and (3.2c); these quantities are available in table 3. It is evident that the1209

cases of skin-friction drag increase are characterized by shear-velocity ratios
𝑢𝜏 (B)
𝑢𝜏 (M)

, and1210

therefore stress ratios
𝜏B
𝜏M

, larger than 1, which can be attributed to the fact that the shear1211

stress at the permeable boundary for each of these cases, with account of the Reynolds stress,1212
is larger than that at the top smooth wall. The opposite applies to the cases of drag reduction.1213
Accordingly, the values of Δ𝑈+, Δ𝑈+

𝑐ℎ
%, and Δ𝐶 𝑓 % in table 3 are all larger, in absolute1214

value, than those in table 2.1215
In figure 23, the values of D = 𝑈+

𝑠𝑙𝑖 𝑝
− Δ𝑈+ and F = Δ𝜆+ − Δ𝑈+ are plotted against1216

Ψ (3.10), where the mean velocities and the macroscopic coefficients are normalized with1217
either the macroscopic-pressure-gradient-based shear velocity 𝑢𝜏 (M) (cf. table 2) or the1218
bottom-wall shear velocity, 𝑢𝜏 (B) (cf. table 3). For both choices of 𝑢𝜏 , the expressions (3.12)1219
and (3.13) exhibit trends in reasonable agreement with the numerical results.1220
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Table 3: Macroscopic coefficients and major results defined/normalized based on the
fictitious-interface (bottom) shear velocity 𝑢𝜏 (B) . The roughness functionΔ𝑈+ is evaluated
by averaging the shift in the mean streamwise velocity (taking the smooth channel case as
a reference) over the region 30 ≲ 𝑌+ ≲ 120, with 𝑌+ defined now based on 𝑢𝜏 (B) .

Substrate
𝑢𝜏 (B)
𝑢𝜏 (M)

Macroscopic coefficients Sample results
𝜆+𝑥 𝜆+𝑧 K𝑖𝑡 𝑓 ,+

𝑥𝑦 K𝑖𝑡 𝑓 ,+
𝑧𝑦 K+

𝑦𝑦 𝑈+
𝑠𝑙𝑖 𝑝

Δ𝑈+ Δ𝑈+
𝑐ℎ

% Δ𝐶 𝑓 %

Smooth 1 0 0 0 0 0 0 0 0 0

𝑇𝐶5 1.008 0.43 0.65 0.20 0.49 0.17 0.43 −0.45 −1.8% +3.8%

𝑇𝐶10 1.023 0.81 1.17 0.71 1.64 0.71 0.81 −1.12 −5.4% +11.8%

𝑇𝐶15 1.037 1.10 1.52 1.29 2.76 1.65 1.10 −2.10 −9.7% +22.7%

𝑇𝐶20 1.068 1.38 1.83 1.99 3.98 3.10 1.35 −3.32 −16.0% +41.8%

𝐿𝐶5 0.996 0.66 0.43 0.51 0.21 0.17 0.67 +0.31 +1.5% −2.9%

𝐿𝐶10 0.996 1.32 0.87 2.06 0.83 0.68 1.34 +0.24 +1.3% −2.6%

𝐿𝐶15 1.011 2.01 1.32 4.77 1.92 1.57 2.03 −0.71 −2.5% +5.1%

𝐿𝐶20 1.045 2.78 1.82 9.05 3.65 2.97 2.75 −2.29 −10.8% +25.6%

𝑇𝑀5 1.014 0.55 1.04 0.36 1.05 0.01 0.55 −0.82 −3.6% +7.7%

𝑇𝑀10 1.037 0.98 1.78 1.10 3.29 0.05 0.98 −1.94 −8.9% +20.5%

𝑇𝑀15 1.063 1.30 2.22 1.83 5.47 0.11 1.28 −3.05 −14.5% +36.6%

𝑇𝑀20 1.078 1.55 2.49 2.45 7.31 0.21 1.49 −3.67 −17.7% +47.7%

𝐿𝑀5 0.990 1.08 0.56 1.11 0.38 0.01 1.08 +0.59 +2.9% −5.6%

𝐿𝑀10 0.988 2.15 1.12 4.41 1.49 0.04 2.18 +0.74 +3.8% −7.3%

𝐿𝑀15 1.010 3.30 1.72 10.38 3.52 0.10 3.32 −0.49 −1.4% +2.8%

𝐿𝑀20 1.024 4.47 2.33 18.96 6.42 0.19 4.38 −1.29 −5.2% +11.3%

Appendix C. Macroscopic coefficients for surfaces with riblets1221

For the different ribleted surfaces sketched in figure 18, values of the upscaled coefficients1222
contributing to the effective boundary conditions (2.18a–2.18c) are evaluated (table 4)1223
for a virtual boundary at �̂� = 0, i.e. the plane passing through the tips/outer rims of1224
the longitudinal protrusions. These walls are impermeable (K𝑦𝑦 = 0), and they exhibit1225

streamwise-preferential slip with 𝜆𝑥 > 𝜆𝑧 andK 𝑖𝑡 𝑓
𝑥𝑦 > K 𝑖𝑡 𝑓

𝑧𝑦 . For each surface, the coefficients1226
are calculated by solving the auxiliary systems (2.22) and (2.23) over a two-dimensional (�̂�−𝑧)1227
elementary cell representative of the microscopic domain. The riblets are 𝑥-elongated, which1228
allows to set 𝜕/𝜕𝑥1 to zero in the closure problems, thus rendering them advection-insensitive.1229

1230
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Figure 23: The quantities D and F plotted against the parameter Ψ for the sixteen porous
patterns modeled in this work. The results for these quantities are obtained with the
parameters contributing to their definitions normalized based on either 𝑢𝜏 (M) or 𝑢𝜏 (B) .
Predictions of (3.12) and (3.13) are plotted with solid lines.

Table 4: Macroscopic coefficients for surfaces altered with riblets.

Riblets’ geometry
Dimensionless macroscopic coefficients

𝜆𝑥 𝜆𝑧 K𝑖𝑡 𝑓
𝑥𝑦 K𝑖𝑡 𝑓

𝑧𝑦

equilateral triangle 0.1708 0.0807 0.02821 0.00586

right triangle, symmetric 0.1397 0.0770 0.01683 0.00573

right triangle, asymmetric 0.1273 0.0768 0.01411 0.00502

trapezoidal 0.1915 0.0816 0.03484 0.00542

thick blade 0.1144 0.0491 0.02102 0.00213

thin blade 0.1915 0.0783 0.03788 0.00455
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