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ABSTRACT

The complex interaction between textured walls/substrates and a fluid is analyzed in differ-
ent buoyant and forced flow problems. Experimental surveys on natural convection along
rib-roughened vertical surfaces are conducted, in addition to numerical analyses of laminar
buoyant flows over ribbed surfaces and of laminar/turbulent forced flows in channels with
rough/permeable boundaries. The numerical work comprises (i) full feature-resolving simula-
tions and (ii) homogenized ones that exploit effective boundary conditions to macroscopically
mimic the phenomena, thus bypassing expensive numerical resolution of the fields near/within
wall corrugations.

The theoretical/numerical work on buoyant flows along ribbed vertical surfaces focuses on
the formulation and validation of high-order effective velocity and temperature boundary con-
ditions at a fictitious plane interface next to the roughness elements. In the first experimental
phase, the buoyant airflow over a heated vertical surface regularly roughened with wooden ribs
of square cross section, either spanwise-elongated or truncated and arranged in a staggered
pattern, is studied at relatively large Rayleigh numbers (Ra of order 10®), and varying the rib
height and pitch. The experiments utilize the schlieren method to visualize the thermal boundary
layer and to estimate the local Nusselt number values along the vertical surface; also, miniature
thermocouples are employed to measure the local air temperature near the wall. Exclusively
for staggered ribs, heat transfer enhancement, sensitive to number of rib segments per row, is
found, and the observations reveal the potential of truncated ribs to amplify thermal-field dis-
turbances. The second phase of experiments is aimed at studying similar roughness geometries
under conditions well within the laminar regime (Ra of order 107), which facilitates performing
full/homogenized numerical simulations, to be validated against the experimental results. Both
the continuous and the truncated rib patterns are found to degrade the convective heat transfer
from the surface at such a low Rayleigh number.

In regard to the forced flow problems, first, the fully developed, laminar flow in a channel
bounded by rough/porous walls is considered, and the Beavers-Joseph-Saffman condition for
the slip velocity is revisited. The boundary condition used for the longitudinal velocity, avail-
able from the homogenization theory, applies not only to permeable but also to rough surfaces,
including the case of separated flow. Moreover, the near-wall advection is incorporated into the
analysis by means of an Oseen’s approximation, and this widens the applicability range of the
model considerably. Second, effective boundary conditions of the three velocity components
are implemented to study turbulent channel flows over different porous substrates. The results
demonstrate the possible drag-reducing effect of porous substrates with streamwise-preferential
alignment of the solid inclusions, and show that the r.m.s. fluctuations of the transpiration veloc-
ity at the fictitious interface between the free-fluid region and the perturbed wall, Vimss is @ key
control parameter of the roughness function, AU*; further analysis reveals that V., is strongly
correlated to a single macroscopic quantity, ¥, which comprises the upscaling coefficients of
the model. Finally, a volume-averaging-based analysis of seepage in triply-periodic-minimal-
surface-based porous structures is conducted, under conditions departing from Stokes’. An
advection-sensitive “effective” permeability (rather than the merely geometry-dependent intrin-
sic permeability) in Darcy’s law stems from upscaling, and can be evaluated by solving a closure
problem through a representative elementary volume of the medium. It is found that advection
can significantly reduce permeability, particularly at large porosities.



PREFACE

Different buoyancy-induced and forced flow problems over textured surfaces were tackled ex-
perimentally, mainly using schlieren imaging, and/or numerically through both the conventional
fine-grained CFD simulations and the homogenization-based analysis; application of the latter
treatment, which represents via upscaling a computationally cheaper numerical tool, is a ma-
jor objective of the project. The thesis is based on the following published/submitted/ongoing
papers on buoyant (B) and forced (F) flows, which include the main outputs of the project:

* Paper B1: AHMED, E.N., BOTTARO, A. & TANDA, G. 2022 A homogenization ap-
proach for buoyancy-induced flows over micro-textured vertical surfaces. J. Fluid Mech.
941, A53.

* Paper B2: AHMED, E.N. 2023 Natural-convection heat transfer from regularly ribbed
vertical surfaces: Homogenization-based simulations towards a correlation for the Nus-
selt number. Numer. Heat Transfer A Appl. 83 (9), 991-1013.

* Paper B3: AHMED, E.N., BOTTARO, A. & TANDA, G. 2024 Conjugate natural con-
vection along regularly ribbed vertical surfaces: A homogenization-based study. Numer.
Heat Transfer A Appl. 85 (9), 1331-1355.

* Paper B4: TANDA, G., AHMED, E.N. & BOTTARO, A. 2023 Natural convection heat
transfer from a ribbed vertical plate: Effect of rib size, pitch, and truncation. Exp. Therm.
Fluid Sci. 145, 110898.

* Paper B5: TANDA, G., AHMED, E.N. & BOTTARO, A. (Submitted 2023) Experimental
observations of the onset of unsteadiness for buoyant airflow along smooth and rough
vertical isothermal walls. Exp. Heat Transfer.

Paper B6: AHMED, E.N. & TANDA, G. 2024 An experimental and numerical study

of laminar natural convection along vertical rib-roughened surfaces. Intl J. Heat Mass
Transfer. 223, 125227.

* Paper F1: AHMED, E.N. & BOTTARO, A. 2024 Laminar flow in a channel bounded

by porous/rough walls: revisiting Beavers-Joseph-Saffman. Eur. J. Mech. B Fluids 103,
269-283.

e Paper F2: AHMED, E.N., NAQVI, S.B., BUDA, L. & BOTTARO, A. 2022 A homog-
enization approach for turbulent channel flows over porous substrates: Formulation and
implementation of effective boundary conditions. Fluids 7 (5), 178.

* Paper F3: AHMED, E.N. & BOTTARO, A. (Draft, 2024) Exploring the nexus among
roughness function, apparent slip velocity and upscaling coefficients for turbulent flows
over porous/textured walls. To Be Submitted To J. Fluid Mech.

* Paper F4: AHMED, E.N. & BOTTARO, A. 2023 Flow through porous metamaterials
formed by TPMS-based unit cells: Effects of advection. Eur. J. Mech. B Fluids 100,
202-207.

The presentation of the articles is preceded by an introduction to the subjects and problems
considered, a chapter on the experimental procedure/tools and the numerical approaches, and a
summary of the objectives and findings of each article.
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It is worth pointing out that the research activities carried out during the Ph.D. period
yielded, in addition, the following contributions (not included in the thesis):

* Oral presentations at conferences/meetings (Presenting Author)

— AHMED, E.N., NAQVI, S.B. & BOTTARO, A. 2022 Turbulence over anisotropic
porous substrates: A homogenization-based study. Presented at EDRFCM?2022 /
European Drag Reduction and Flow Control Meeting , Paris, France.

— AHMED, E.N., BOTTARO, A. & TANDA, G. 2022 Natural convection over a verti-
cal ribbed surface. Presented at EFMC14 / 14th European Fluid Mechanics Confer-
ence, Athens, Greece.

— TANDA, G., AHMED, E.N. & BOTTARO, A. 2023 Experimental observations of
the onset of unsteadiness for buoyant airflow along smooth and rough vertical isother-
mal walls. Presented at the 40th U.I.T. International Heat Transfer Conference, As-
sisi, Italy.

— AHMED, E.N. & BOTTARO, A. 2023 Homogenization-based analytical solution for
laminar flow problems in channels bounded by rough/permeable walls. Presented at
EMI 2023 International Conference, Palermo, Italy.

— AHMED, E.N. & BOTTARO, A. 2024 Turbulence over a microstructured wall. Pre-
sented at A Journey through Interfaces, Turbulence, and Moving Bodies in Fluids
(A colloquium on the occasion of Jacques Magnaudet’s 65th birthday), Toulouse,
France.

* Journal publication

— CAMPARDELLI, R., DE NEGRI ATANASIO, G., CAROTENUTO, C., GRIFFO, R.,
AHMED, E.N., CORRALES-GONZALEZ, M., WEI, I., TuJU, P.E., MAZZINO, A.
& PRALITS, J.O. 2023 Rotor-stator emulsification in the turbulent inertial regime:
Experiments toward a robust correlation for the droplet size. Langmuir 39 (50),
18518-18525".

* Ongoing paper

— SEGALERBA, E., AHMED, E.N., PENNISI, M.V. & PRALITS, J.O. (Ongoing) An-
alytical modelling of conjugate heat transfer at moderate Reynolds number: From a
plane channel to the human nose. To Be Submitted To Appl. Math. Model.

IThis work was initiated during the Ph.D. course in Mathematical Modeling Camp held at the doctoral school
of the Department of Civil, Chemical and Environmental Engineering, Genoa, Italy.
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INTRODUCTION

1.1. BUOYANT FLOWS ALONG RIBBED VERTICAL WALLS

Natural convection heat transfer from vertical ribbed surfaces is relevant to a wide range of
applications. This includes electronic equipment cooling (Incropera, 1988), photovoltaic and
thermal solar systems (Nghana et al., 2022), passive solar heating and ventilation of buildings
(Bohn & Anderson, 1984; Gilani et al., 2017), heat removal in nuclear technology (Tzanos et al.,
1991), cooling garments (Yoshida, 2018; Nishikawa et al., 2020), and many others. Compared
with forced convection, a system that depends on the natural-convection heat transfer regime
has lower cost, simpler design, less noise and vibrations, higher reliability, almost maintenance-
free operations, and better ability for use in hostile environments under dust, moist air, etc. On
the other hand, with the flow driven merely by the buoyancy force, the main problem facing the
designers is the low heat transfer coefficient of these systems relative to those adopting active
heat transfer mechanisms. As a consequence, it’s widely accepted during the design process
of systems with relatively high heat loads to depend on forced convection as the main cooling
regime, and to employ natural convection as a supplementary or a backup system (Bhavnani &
Bergles, 1990), whereas, for small/medium heat loads, the sufficiency of passive cooling should
be investigated first before turning to more sophisticated cooling systems (Johnson, 1986).

The life and long-term reliability of electronic circuits can be considerably increased by
keeping the operating temperature sufficiently below the maximum level allowed by the man-
ufacturer (Nelson et al., 1978; Genot, 1982; Johnson, 1986; Oktay et al., 1986). Nevertheless,
this has become practically challenging owing to the progressive miniaturization of electronic
components, along with the reduction of operational execution time and the increase in power
supply (Joshi et al., 1989; Peterson & Ortega, 1990). Hence, optimization of the heat trans-
fer performance of natural convection systems is essential to cope with higher heat generation
rates per unit volume. Cooling systems of light-emitting diodes (LEDs) represent a typical ap-
plication in which heat transfer enhancements are crucial. The main advantages of LEDs are
their relatively long lifetime and high energy conversion efficiency; these devices are able to
convert almost 40% of the supplied electric power to light while the rest (60%) is converted
to heat (Narendran & Gu, 2005). Here, the critical point is the provision of efficient cooling to
these units, otherwise the temperature increase can lead to dramatic deterioration in their energy
conversion efficiency and life span (Ha & Graham, 2012). For such systems, promoting heat
transfer by means of increasing the volume of the module is not appropriate as it comes at the
expense of safety and cost. Therefore, an optimized design should be pursued for the cooling
systems, that is, the design characterized by a low thermal resistance and an acceptable mass
and volume (Park et al., 2015).

Many experimental and numerical investigations have been carried out, seeking enhance-
ment of the heat transfer performance of natural-convection systems through different tech-
niques, including direct immersion into liquids (Park & Bergles, 1987; Joshi et al., 1989; Tanda,
2017), controlling the spacing of plane heated channels under a variety of boundary conditions



(Azevedo & Sparrow, 1985; Webb & Hill, 1989), optimization of heat sink design (Park et al.,
2015) and, most related to the current project, adding surface alterations/extensions to vertical
plates exposed to natural convection. The latter is an intuitively appealing solution in analogy to
the well-established concept of heat transfer promotion by adding ribs/fins to surfaces exposed
to forced convection (Bunker & Donnellan, 2003; Chyu et al., 2007; Han et al., 2012). How-
ever, studies on the effectiveness of adding surface alterations (ribs, interrupted fins, dimples,
etc.) to vertical plates exposed to natural convection have not led yet to convincing guidelines,
with some researchers reporting an improvement of up to 200% compared with the performance
of plane vertical plates, and others who have found them useless or even of negative influence
on the local and averaged heat transfer parameters (Bhavnani & Bergles, 1990). At first glance,
the findings which have been reported so far appear contradictory (Bhavnani & Bergles, 1990),
yet an in-depth analysis of the complex flow patterns over ribbed surfaces and their contrasting
effects can provide insight into the plausible reasons for the differences between the reported
trends, as outlined by Tanda (1997): (i) the presence of ribs may resist and partially block the
natural convection stream, as buoyancy is the only driving force, and consequently reduce the
heat transfer rate (negative effect); (i1) thermally inactive regions just upstream and downstream
of each protrusion where hot recirculating vortices are present can lead to sharp drop in heat
transfer at these locations (negative effect); (iii) ribs provide extra area for natural convection
heat transfer provided that their materials are of high thermal conductivity (positive effect); (iv)
surface roughness may anticipate turbulence and trigger it to occur at relatively low values of
the Rayleigh number, which can favorably affect the characteristics of the natural convection
heat transfer (positive effect). Thus, the study and optimization of heat transfer from corru-
gated/ribbed/finned surfaces have remained fertile fields for research.

A better understanding of the characteristics of buoyancy-driven flows (including the con-
vective heat transfer performance as a main subject) along vertical heated surfaces in general,
and rib-roughened ones in particular, is sought through the literature survey presented below.
In Section 1.1.1., investigations on the map of transition from a purely laminar regime to turbu-
lence are discussed first for the case of a smooth vertical surface exposed to natural convection;
this is followed (in Section 1.1.2.) by mentioning some studies focusing on the consequent ef-
fects on the heat transfer from the plate. In Section 1.1.3., selected researches on the influence
of adding surface perturbations to a vertical heated plate in terms of their potential to trigger an
early transition to turbulence are presented. A detailed discussion on natural convection heat
transfer characteristics over roughened/perturbed surfaces and channels is provided in Section
1.1.4., considering a wide range of studies dealing with different roughness shapes, dimensions,
and thermal conductivity values.

1.1.1. Transition mechanism and criteria over a vertical smooth surface

Transition phenomena in buoyant boundary layers have been studied extensively from the past
century to today. Linear stability theory as well as numerical calculations of the growth and non-
linear interaction of two-dimensional and transverse disturbances have been applied to explore
the transition mechanism for a variety of natural convection flows and conditions (Dring & Geb-
hart, 1968; Gebhart, 1969; Audunson & Gebhart, 1976). Dring & Gebhart (1968) showed that



as a disturbance in the flow adjacent to a vertical surface is convected downstream, disturbance
components amplify selectively and in a very narrow band of frequencies; further downstream,
non-linear and three-dimensional effects become important (Mahajan & Gebhart, 1979). Since
transitional and turbulent flow regimes can be pertinent to many practical situations, the criteria
ruling the onset of transition in the buoyancy-driven flow along a heated vertical smooth sur-
face are worth investigating, and this can help in the study of the more advanced case of a rough
surface. First, some dimensionless control parameters are defined:

The Prandtl number:

P momentum diffusivity v e,
r = = = -,

- 1.1
thermal diffusivity o ky (1.1)

where v, a, u, ¢,, and k; denote , respectively, the kinematic viscosity, the thermal diffusivity,
the dynamic viscosity, the specific heat, and the thermal conductivity, all characterizing the fluid
under study.

The Grashof number based on local vertical position:

gﬁ (Tw - Too) j3

Gr, , (1.2)

Where g, f3, Ty, Tw, and 2 denote, respectively, the gravitational acceleration, the thermal
expansion coefficient of the fluid, the wall temperature, the ambient air temperature, and the
vertical coordinate measured from the leading edge to the point of interest on the plate surface.

The Grashof number based on plate height:

g8 (Ty, — T) H?

Gr 2 ) (1.3)
Where H is the overall height of the plate.
The Rayleigh number based on local vertical position:
Ty — Too) &°
Rax:erxPr:gﬁ( w = To) (1.4)
av
The Rayleigh number based on plate height:
T, — 1) H?
Ra:GrXPr:gB( ) , (1.5)

av

taking into account that the aforementioned definitions of the Grashof and the Rayleigh numbers
are pertinent to a surface with uniform wall temperature (7},), while other definitions can be
adopted for a surface exposed to a uniform heat flux.



Bejan & Lage (1990) showed that the Grashof number (and not the Rayleigh number) marks
the transition in all fluids, with a value of order 10? at the beginning of transition (i.e., Rayleigh
number of about 0.7 x 10° when air is the convective fluid), a criterion which is still assumed in
heat transfer books (Bejan, 1993). Nevertheless, as indicated by Godaux & Gebhart (1974), the
lack of a clear definition of transition in many relevant studies on natural convection has been
a source of confusion and inconsistency in the literature, and the considerable disagreement
between the reported values of the critical Grashof numbers in these investigations indicates
the dependency of the experimental results on local conditions, the observation methods or
other factors; this was highlighted by collecting and comparing data from different referential
studies, for instance (Griffiths & Davis, 1922; Saunders, 1936, 1939; Warner & Arpaci, 1968;
Cheesewright, 1968), showing the large spread of the reported values for the Grashof number
at the onset of transition and at the beginning of the fully turbulent flow region. For instance,
Cheesewright (1968), underlining the arbitrary nature of former attempts to specify the begin-
ning and end of transition, indicated a Grashof number of 2 x 10? as the condition at which
significant fluctuations first appear in the boundary layer, yet without significant changes in the
mean temperature profiles or in the trend of heat transfer data; major changes in mean tem-
perature profiles and heat transfer rates were found to appear at a Grashof number of 5 x 10°
and up to 8 x 10?; the amplitude of temperature fluctuations then decreased with the Grashof
number from 8 x 10° to 2 x 10'°, while beyond the last threshold it remained approximately
constant. Kato ez al. (1968) analyzed and adapted some previous theories on natural convection
over plane vertical surfaces and proposed a new criterion on the laminar to turbulent transition,
that is, a critical value for the ratio between the potential energy gained due to buoyancy and
the dissipated energy near the wall.

Godaux & Gebhart (1974) studied the route to turbulence in the water buoyant stream along
a vertical smooth surface exposed to a uniform heat flux and reported important characteristics
of the temperature field in the thermal transition region, including the behavior of the mean
temperature profile, the growth rate of the thickness of the thermal boundary layer, and the
amplitudes and predominant frequencies of the temperature disturbances. Their experiments
revealed that the region of transition comprises a “velocity transition” sub-region and a “ther-
mal transition” one. In detail, as illustrated in Fig. 1.1, the following stages are encountered in
the route to turbulence: (i) disturbances from the surrounding medium interact with the initially
laminar flow, become two dimensional, and as they are convected downstream they experience a
strong filtering effect that amplifies only a narrow band of frequencies such that the disturbance
energy becomes eventually concentrated in a single frequency; (i1) secondary mean motions
arise which are associated with amplification of transverse disturbances and their interaction
with the two dimensional ones; (iii) the first signs of turbulent disturbances takes place in the
velocity field and alter the viscous boundary layer, yet these disturbances don’t alter the mean
temperature profile immediately; (iv) the onset of thermal transition is recorded further down-
stream, when the turbulent disturbances in the velocity field become strong enough to stimulate
a process of turbulent thermal diffusion, and consequently the thickening rate of thermal bound-
ary layer and the distribution of the mean temperature across it start to deviate from the laminar
behavior; (v) a completely turbulent flow is developed by the end of thermal transition, and this
is supposed to be followed by a region of adjustment of the turbulent parameters to the final
form of the fully turbulent regime. Furthermore, Godaux and Gebhart indicated that the onset



of thermal transition can not be accurately correlated to the local Grashof number; instead, they
proposed that for transition to occur at some elevation on the heated surface, the total amount
of thermal energy convected from the surface to the boundary layer over the region from the
leading edge to that elevation should reach some particular critical value.

Sully turbulent flow

turbulence adjustment
region

viscous BT,

- = = g onset of thermal transition

- = = = — g onset of velocity field transition

mean secondary motions

filtration and amplification
of disturbances

laminar flow

Figure 1.1: The route from a laminar regime to full turbulence in the buoyancy-driven water flow along
a heated vertical surface, as described by Godaux & Gebhart (1974).

Finally, it should be noted that, regardless of the parameter assumed to assess the end of
the laminar regime for the buoyant flow, discrepancies among findings by various researchers
when air is used as convective fluid may be also ascribed to uncontrolled thermal gradients in
the laboratory room which may trigger large-scale air currents, to the confinement configuration
surrounding the heated plate, or to other factors (Cheesewright, 1968; Warner & Arpaci, 1968;

Tsuji & Nagano, 1988).
1.1.2. Effects of transition on flow and heat transfer characteristics

The transition from a laminar regime to a turbulent one is always accompanied by enhance-
ments of momentum and energy exchange between the hot fluid layers near the wall and the



far layers of lower temperatures. These actions lead to significant modifications in the veloc-
ity and temperature profiles across the viscous and the thermal boundary layers, respectively.
Such modifications mainly appear in the form of higher wall-normal gradients of velocity and
temperature near the heated surface, compared with the laminar flow case. The most favorable
point here is that the majority of resistance to heat transfer now takes place across a thin layer
near the wall instead of the whole boundary layer (Imbriale ef al., 2012), which results in a
considerable enhancement of the heat transfer characteristics. A more friendly explanation for
these events can be provided by comparing the classical Squire-Eckert theoretical predictions
(refer to Lienhard & Lienhard (2019)) of the velocity and temperature profiles across the bound-
ary layer for a laminar buoyant stream over a smooth vertical surface with the predictions by
Eckert & Jackson (1950) for turbulent velocity and temperature profiles based on a combina-
tion between theoretical work and analysis of data from the literature; note that these studies
considered fluids with values of Pr ~ 1 such that the viscous and thermal boundary layers are
approximately identical in thickness.

Squire-Eckert predictions (laminar flow):

A . . 2
LGS R A PR | , (1.6)
Umaz (T) 6(7) 6(7)
T(@,9) ~ 1 |
A A xay - Lo y
o _ WY T T . 17
(z,9) I 7. [ 3 (j)] (1.7)

R RE: 14
M — 186 |2 | (1.8)
Gimaz (2) o(2) 5(2)

_p k

where z, ¥, U, Umaz, 3, and O denote, respectively, the vertical distance measured from the
leading edge, the horizontal coordinate, the streamwise component of the velocity (at the point
of interest), the maximum velocity across the boundary layer (at the elevation of interest), the
boundary layer thickness (at the elevation of interest), and the dimensionless temperature. The
graphical representation of these equations is shown in Fig. 1.2. It’s crystal clear that the veloc-
ity and temperature gradients near the wall are steeper, as expected, in the case of a turbulent
flow regime; for instance, the velocity peaks ten times earlier than the laminar flow case.

To interpret the expected favorable effects of the transition to turbulence on the convective
heat transfer characteristics, the following parameters of interest are defined first: the local heat
transfer coefficient (h), the average heat transfer coefficient (hp) evaluated over the vertical
surface area from the leading edge to some elevation D, the Nusselt numbers (Nu, and Nup)
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Figure 1.2: Graphical comparison between laminar and turbulent dimensionless velocity profiles (top)
and laminar and turbulent dimensionless temperature profiles (bottom).

calculated based on the local heat transfer coefficient and either the vertical position of the point
of interest & or the characteristic height D, respectively, and the average Nusselt number (Nup).
They are defined as follows:

j-, A~
h = —kf,ww, (1.10)
Ty — T
hp = ! hdi (1.11)
D — D b €, .
hz hD
Nu, = —, Nup=—, 1.12
u k; up y (1.12)
S 1 .
Nup = D Nup dz, (1.13)



Table 1.1: Sample referential correlations of Nu under laminar and turbulent conditions. The last equa-
tion by Churchill & Chu (1975) can be used under laminar and turbulent flow conditions (all values of

Ra) but their first equation is the preferred one in terms of accuracy under laminar flow conditions.

References

Validity ranges

Correlations

Squire-Eckert theory

10° < Ra <107,

Pr not too low

Nu = 0.678 Ra"? <

Pr

0.952 + Pr

>0.25

10° < Ra <107,

Eckert & Jackson (1950) Pr close to 1, Nu = 0.555 Ra"%
Lam. (ideally Pr =~ 0.72)
flow 10° < Ra < 107,
Pr 0.25
Le Fevre (1956 Pr=0- Nu = Ra"?
e Fevre (1956) " > T\ 2435 1 4.884Pr05 + 4.952Pr
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0402\ %]
Churchill & Chu (1975) Pr=0— oo Nu = 0.68 +0.67Ra"?® |1 + <> ]
,
Ra > 10°,
Eckert & Jackson (1950) Pr close to 1, Nu = 0.021 Ra"*
Turb. (ideally Pr =~ 0.72)
flow Ra > 109,

Churchill & Chu (1975)

Pr=0—

5
I

0.825 +

0.387Ras

N 0.492
Pr

Glo

Ko

with £y, and k; the values of the fluid thermal conductivity evaluated, respectively, at the wall
(y = 0) and at the film temperature (71, :_(Tw +T,,)/2). Basically, the local Nusselt number
(Nu,) and the average Nusselt number (Nup) can be expressed as functions of the Grashof

number and the Prandtl number, for instance:

Through the literature, it has been found that the independent variable in these equations mainly

Nu, = f1 (Gry, Pr), Nup = f5 (Grp, Pr)

(1.14)



takes the form Gr x Pr, that is, the Rayleigh number. Based on this finding, most studies cor-
related the Nusselt number to the Rayleigh number, as the significant variable, and the Prandtl
number, representing a secondary parameter (Lienhard & Lienhard, 2019):

Nu, = F\ (Ra,, Pr), Nup = F,(Rap, Pr) (1.15)

Experimental and theoretical studies have been conducted through the literature of natural
convection heat transfer over vertical flat surfaces to explore the performance of the Nusselt
number under laminar and turbulent flow conditions. Sample correlations for both cases are
present in Table 1.1 with indications of their ranges of validity. A graphical comparison between
the performance of the surface-averaged Nusselt number with the changes in the plate Rayleigh
number under laminar versus turbulent conditions is presented in Fig. 1.3 based on correlations
from the literature. As can be realized, the transition to turbulence leads to an enhancement in
the heat transfer performance compared to the laminar flow case.
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Figure 1.3: The behavior of Nu with Ra for laminar vs. turbulent conditions.

1.1.3. Turbulence anticipation by roughening the heated surface

The possibility of a premature transition to turbulence when roughness elements (e.g., ribs) are
attached to the vertical heated surface exposed to the buoyancy-induced flow has been indicated
in many references (Anderson & Bohn, 1986; Bhavnani & Bergles, 1991; Tanda, 1997, 2008;
Yao, 2006; Imbriale et al., 2012). However, on many occasions, the researchers mentioned this
influence just as an introduction to their work, as a comment on relevant previous studies or as
a conclusion that is not supported by sufficient measurements, and thus without a comprehen-
sive analysis of the origin and consequences of this phenomenon. For instance, Tanda (1997,
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2008) indicated that roughening a vertical heated surface can induce disturbances in the laminar
buoyant stream and, hence, anticipate transition to turbulence (i.e. trigger it at a lower Grashof
number compared with the smooth surface case). This statement was a mere justification of the
importance of analyzing the complex effects of surface alterations on the heat transfer charac-
teristics. Yao (2006) carried out numerical work on a vertical complex wavy surface, assuming
laminar flow conditions. Nevertheless, it was mentioned that surface corrugations may lead to
an early transition of the natural-convection boundary layer, leading to a further improvement
of the heat transfer capability of the surface—a mechanism which wasn’t studied in that paper.
Imbriale et al. (2012) elucidated that the natural-convection flow can be early tripped to tur-
bulence with the aid of strong boundary layer perturbations stimulated by surface disturbances
such as surface obstructions (steps/coils/3D shapes), indentations (cavities/dimples), and rough-
ness. However, no signs of transition were realized/captured in their experiments on different
configurations of inclined and V-ribs.

Bhavnani & Bergles (1991) conducted experiments on the heat transfer performance over
a vertical sinusoidal wavy surface with the aid of Mach-Zehnder interferometry optical tech-
nique. Visualizations revealed that, at a wave-amplitude-to-wave-length ratio of 0.3, the bound-
ary layer becomes unstable at a Grashof number (based on the profile length) of around 2 x 107
which is one or two orders of magnitude lower than the critical value for the onset of transi-
tion on a plane vertical surface. In detail, flow instabilities appear to increase on each upward
facing surface as a result of flow separation, whereas partial stabilization takes place later on
the downward facing surface. This mechanism occurs in a periodic manner causing a grad-
ual growth of instabilities under transition is supposed to be reached. However, Bhavnani and
Bergles highlighted that the available observations/data were not sufficient to clearly prove that
the visualized instabilities represent a true transition.

Anderson & Bohn (1986) investigated natural convection heat transfer through a water-filled
cubical enclosure consisting of two opposite vertical sides with different thermal conditions
(one heated and one cooled) while the other four sides were kept adiabatic. The heated vertical
surface was either smooth or machine-roughened by a net of intersecting grooves, in order to
study the effects of perturbing the surface on the onset of transition and on the heat transfer rate.
Experimental observations using the mirage flow visualization technique revealed that transition
was triggered at a vertical position which is lower by 5% than its corresponding location in the
case of the flat surface; the consequent changes in the heat transfer behavior from the surface
were monitored, and enhancements were reported for some cases.

1.1.4. Effects of surface alterations on natural convection heat transfer

This subsection presents a literature survey on the influence of disturbing vertical heated sur-
faces on the natural convection heat transfer, with focus on surface ribs and corrugations. In
contrast to fins, ribs are by definition relatively small surface disturbances which affect the heat
transfer rate from the surface mainly by altering the average heat transfer coefficient, while the
increase in the heat transfer area is secondary. Therefore, attaching ribs rather than fins to the
heated surface is advantageous in terms of minimizing the overall weight and size of the device,
provided that the ribs are proved to be efficient in dissipating heat. There are situations where
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roughness or obstacles are present naturally (or to perform functions related to the specific ap-
plication, without paying primary attention to their impact on heat transfer) and others in which
they are added intentionally to alter the buoyant-flow behavior and the heat transfer characteris-
tics, for instance by producing physical disturbances in the laminar boundary layer which may
stimulate an earlier transition to turbulence and, therefore, lead to an enhancement of the heat
transfer performance. The former may be the case of electronic circuit boards, while passive so-
lar systems and photovoltaic modules are examples of the latter. A proper understanding of the
flow and thermal behaviors in these systems, in both cases, is essential for design optimization
and/or operational restrictions.

From a conceptual point of view, when a heated vertical surface is periodically roughened,
for instance with rib elements, a complex interaction takes place between the protrusions and
the adjacent buoyancy-driven fluid layer, resulting in perturbation of the velocity and thermal
fields in the vicinity of the wall, in a quasi-periodic manner, along with macroscopic devel-
opment of the viscous and thermal boundary layers; accordingly, the distribution of the local
heat transfer coefficient along the surface deviates both qualitatively and quantitatively from
the corresponding distribution along a smooth surface. In particular, the local Nusselt number
is significantly affected by mainstream separation and reattachment actions within the inter-rib
regions, experiencing successive oscillations along the vertical surface (Bhavnani & Bergles,
1990; Tanda, 1997, 2017; Nishikawa et al., 2020). The overall effect of surface roughening on
the heat transfer rate can depend on many parameters including, for example, geometric prop-
erties of the protrusions, distribution and density of the roughness pattern, the Grashof number,
the Prandtl number, and the flow regime. As widely discussed in the literature, ribs over a ver-
tical surface may induce marked modification to the buoyant flow and, at the same time, add an
extra heat transfer area (yet not as large as the area provided by fins). Although the increase in
surface area is clearly beneficial to the heat transfer rate exchanged with the convective fluid,
the effectiveness of roughness elements in enhancing the heat transfer coefficient is intriguingly
controversial, with some studies indicating a slight increase (relative to the smooth surface) in
limited circumstances (e.g., zigzag-shaped surfaces (Harvig & Sgrensen, 2020) and stepped
surfaces (Bhavnani & Bergles, 1990)) and others finding a general reduction, as in the case of
repeated spanwise-elongated ribs of square cross section (Bhavnani & Bergles, 1990; Tanda,
1997), due to the presence of stagnation zones just up- and downstream of the ribs, which re-
sult in local thickening of the thermal boundary layer. For some roughness geometries, the
combined effect of the increase in surface area and the slight decrease of the heat transfer coef-
ficient yields, eventually, an enhancement of the heat transfer rate (for example, complex wavy
surfaces (Yao, 2006)). Further, provided that in the laminar flow regime the surface roughness
elements have a limited influence (negative in most cases) on the local heat transfer coefficient
(as indicated, for instance, by Fujii et al. (1973)), a perspective of heat transfer enhancement
may be related to the chance of triggering the transition to turbulence at lower Rayleigh numbers
relative to the smooth surface case.

The need to better understand the interaction between the surface microstructure and the
buoyancy-driven flow has motivated many experimental and numerical investigations to assess
the usefulness and the feasibility of adding different types of protrusions to the heated surfaces
in terms of their effects on the flow regime, the heat transfer characteristics, and the mass of
the cooling modules. Examples of some surface alterations/extensions, considered in previous
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investigations, are displayed in Fig. 1.4, including periodic (wavy, rounded, zigzag) corru-
gations (Kishinami et al., 1990; Bhavnani & Bergles, 1991; Yao, 2006; Hervig & Serensen,
2020), steps (Bhavnani & Bergles, 1990), two-dimensional ribs (Tanda, 1997; Cavazzuti &
Corticelli, 2008), and different arrangements of fins (Guglielmini et al., 1987; Ahmadi et al.,
2014; El Ghandouri et al., 2020). Various experimental techniques have been adopted for map-
ping the thermal field to assess the detailed heat transfer performance. Two-dimensional and
three-dimensional feature-resolving numerical simulations have also been demonstrated to be
powerful tools for the acquisition of large amounts of data on thermal fields and flow regimes,
particularly for complex configurations (Yao, 2006; Cavazzuti & Corticelli, 2008; Ahmadi et al.,
2014; Heervig & Sgrensen, 2020). Selected experimental/numerical studies from the literature,
categorized based on the type of surface alteration, are discussed below in more detail.
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Figure 1.4: Schematic drawings of some surface alterations examined in the literature. The indicated
geometries are (from top left to bottom right): sinusoidal waves (Bhavnani & Bergles, 1991), complex
waves (Yao, 2006), convex-concave semi-circles (Kishinami et al., 1990), zigzag shaping (Hervig &
Sgrensen, 2020), steps (Bhavnani & Bergles, 1990); transverse square ribs (Tanda, 1997), transverse
trapezoidal ribs (Cavazzuti & Corticelli, 2008), rippled vertical fins (El Ghandouri et al., 2020), stag-
gered arrangement of interrupted fins (Guglielmini et al., 1987), in-line arrangement of interrupted fins
(Ahmadi et al., 2014).

¢ Natural convection to air from vertical surfaces with transverse ribs:

The advantages of depending on the natural convection regime for heat dissipation from a sys-
tem have been detailed at the beginning of Section 1.1.. The simplest method is natural con-
vection air-cooling by means of air circulation due to the buoyancy effect (Johnson, 1986)
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stimulated by the temperature difference between the hot surface and the surrounding environ-
ment. One of the surface roughening methods which attracted the attention of many researchers
through the past decades is to attach transverse (i.e., spanwise-elongated) ribs to the heated
surface in the hope of enhancing the heat transfer to air.

Hung & Shiau (1988) studied natural convection in a vertical channel with one surface
supplied with a uniform heat flux and roughened with a single transverse protrusion of a rect-
angular cross-section, while the opposite surface of the channel is smooth and is kept adiabatic.
the experimental work included both quantitative temperature measurements in addition to flow
regime visualization by means of smoke injection. The observations and measurements revealed
that the presence of the protrusion (which is positioned in the mid-height of the heated surface)
originated a downstream recirculation region followed by a turbulence zone, and thus the heat
transfer characteristics from the plate surface there were of the turbulent type. Desrayaud &
Fichera (2002) conducted two-dimensional numerical simulations to analyze the conjugate heat
transfer through a channel of two isothermal sides with a protrusion of a rectangular cross-
section attached to each of them. Only laminar flow regime was considered. The two protru-
sions were located symmetrically on the opposite sides, and their location was changed from
one simulation to another, specifically, the bottom, the middle, and the top of the channel. Both
adiabatic and thermally conductive ribs were considered, and the results showed that the latter
are more favorable. It was found that the air mass flow rate always decreases with the increase
of the rib distance from the channel leading edge. However, at high channel Rayleigh numbers,
the average Nusselt number was the best when the ribs were positioned at the highest location.

Bhavnani & Bergles (1990) carried out experiments (with the aid of a Mach-Zehnder inter-
ferometer) on natural convection along an isothermal vertical surface with repeated transverse
square ribs. They reported that attaching highly conducting ribs to the surface may decrease
the overall heat transfer rate by more than 25%, whereas a lower deterioration, or even a slight
enhancement, was detected with low-conductivity ribs since they interrupt the thickening of the
thermal boundary layer, promoting the heat transfer process within the inter-rib regions of the
baseplate. Tanda (1997) investigated natural convection heat transfer to air in a vertical channel
with one side heated (isothermal) and rib-roughened with integrated square transverse elements
of high thermal conductivity. The experimental work employed the schlieren optical technique
to construct the temperature gradient field. It was concluded that the presence of ribs reduces
the average Nusselt Nusselt number by about 28%, and a more pronounced deterioration (up to
44%) occurs in the case of a very low channel spacing-to-height ratio (typically below 0.1). The
results by Tanda (2008) for the same configuration, but varying the number of ribs and using
adiabatic ones, were not too different: adiabatic ribs decreased the average heat transfer coef-
ficient of the vertical surface by up to 43%, and heat transfer enhancement was attained only
locally, at a certain distance downstream of the rib, and not for very narrow channels. Small
spacing between ribs was proved to be unfavorable as it hinders the process by which the fresh
buoyant air is dragged towards the inter-rib region to wash it from the hot inactive recirculation
zones. Cavazzuti & Corticelli (2008) numerically studied conjugate natural convection through
a channel with one adiabatic surface and an opposite isothermal surface roughened with two-
dimensional trapezoidal ribs; the ribbed channel cases examined were not found to outperform
the smooth one, and recommendations were given to alleviate the deterioration, for example by
using high-thermal-conductivity ribs with high lateral wall inclination. Nishikawa et al. (2020)
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studied conjugate natural convection along a vertical surface with minuscule square ribs of low
thermal conductivity, as a simplified representation of the yarns of a textile material. Intrigu-
ingly, a minor cooling effect was detected when the ribs were arranged at an adequate pitch,
sufficient to allow the cool stream to be guided onto the base surface in the inter-rib regions.

¢ Immersion of heated vertical ribbed surfaces into liquids:

Despite the simplicity of natural convection air-cooling systems, their applicability is limited
by the low heat transfer coefficient of air. Liquid cooling of micro-electronic components and
packaged electronic modules has been receiving more attention due to its high heat removal
capability and improved packaging and circuit density (Peterson & Ortega, 1990; Behnia &
Dehghan, 1998). The cooling liquids for such applications must be highly dielectric, non-toxic,
and thermally and chemically stable under the conditions of the operation. For these reasons,
dielectric fluids, like the family of Fluorinerts, are used as cooling liquids instead of water
(Behnia & Dehghan, 1998). However, only for experimental purposes, water may be used as a
coolant.

Joshi et al. (1989) experimentally studied natural convection heat transfer to water from a
free vertical surface with a single column of eight heated rectangular rib segments (of width
less than the plate’s). Besides temperature measurements, the flow was visualized with the aid
of Helium-Neon Laser, and the inactive flow regions in the vicinity of each protrusion were rec-
ognized. The viscous boundary layer was found to be thinner with the increase of the heat flux.
Wroblewski & Joshi (1994) conducted three-dimensional numerical simulations of the conju-
gate heat transfer for the case of a heated substrate-mounted chip in a box filled with Fluorinert
(FC-75). They found that the ratio between the substrate and the fluid thermal conductivity co-
efficients significantly affects the maximum chip temperature. More recently, Abidi-Saad et al.
(2016) carried out an experimental investigation on water natural convection in a vertical chan-
nel with an adiabatic protrusion on each side, while only a middle zone of one side is heated.
Experiments employed thermocouples for temperature measurements and the particle-imaging
velocimetry technique for acquiring the velocity field. Large-scale recirculation was detected
during the transient analysis. By varying the location of the symmetrically positioned protru-
sions, they found that the most complex flow behavior is encountered in the case of the top-
position ribs, with birth, merging, and disappearance of the vortices. Only the top-position ribs
were able to enhance the average heat transfer coefficient, and this effect was attainable only
for specific thermal and geometric conditions. Tanda (2017) performed experiments on wa-
ter natural convection in a vertical channel with the heated side regularly roughened with five
transverse, square-cross-sectioned ribs; the experimental data, recast in dimensionless form,
were compared with those found in an earlier experimental survey on air natural convection
(Tanda, 1997), and the local/average convective Nusselt numbers were found to be in excellent
agreement at the same Rayleigh number and dimensionless geometric parameters, although the
two fluid are different in terms of the Prandtl number.
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* Wall alteration by simple surface shaping (Steps, Zigzag-shaping, etc.):

Some researchers focused on the effects of modifying the heated surface by simple deflections
and alterations. Interestingly, the results were favorable from the heat transfer point of view. Be-
sides their investigation on adiabatic and thermally conductive square ribs, Bhavnani & Bergles
(1990) studied within the same framework air natural convection from vertical heated surfaces
with repeated steps. The experimental work revealed that, for the optimum height-to-pitch ratio
of the steps, the convective heat transfer rate increases by about 23% compared to the flat sur-
face. This finding was in contradiction to their negative results for the case of ribs. Hervig &
Sgrensen (2020) examined and optimized natural convection heat transfer from zigzag-ribbed
isothermal surfaces by performing a set of two-dimensional numerical simulations, varying the
length, the pitch, and the height of the zigzag shape. Under the laminar flow assumption, it
was concluded that, only if the proper dimensions are used, the zigzag-ribbed surfaces can pro-
mote the heat transfer characteristics. The increase in the average Nusselt number was up to
5%, which corresponded to an enhancement in the heat transfer rate of about 12% (taking into
account the increase in surface area).

* Natural convection heat transfer from wavy vertical surfaces:

Kishinami et al. (1990) analyzed the heat transfer from a vertical surface corrugated with a pat-
tern of convex/concave semi-circles attached to each other, examining the effects of changing
the heating spot (either the convex region or the concave region). The experimental observa-
tions, with the aid of Mach-Zehnder interferometry, showed that vortex motion appears at the
rear of the convex elements, consisting of two separate vortices rotating in opposite directions
due to separation of the boundary layer and interaction of the main fluid stream with the vortex
zone. Obviously, This makes the flow over the concave elements almost inactive, and conse-
quently supplying heat to the concave elements (choosing them, instead of the convex ones, as
the heating spots) results in a less effective operation from the heat transfer standpoint. Later,
employing the same optical technique, Bhavnani & Bergles (1991) investigated natural convec-
tion heat transfer from a sinusoidal wavy vertical surface, varying the wave amplitude-to-length
ratio. They reported that the heat transfer characteristics of the wavy surface differ considerably
from the flat one only when the amplitude-to-wavelength ratio is relatively large; increasing this
ratio yields a higher convective heat transfer rate in comparison with a flat surface having the
same projected area, yet an adverse influence is clear when the comparison is made with a flat
plate of an area equal to the typical surface area of the corrugated wall. In addition, boundary
layer instabilities appeared at a Grashof number of 2 x 107 (local G, based on profile length)
which is lower than the upper threshold of the laminar flow regime in the case of a flat vertical
surface. Yao (2006) examined whether the above-mentioned enhancement in the heat transfer
rate can be amplified by increasing the complexity of surface alteration in the hope of promot-
ing the interaction between the boundary layer and the corrugations. This was done by studying
a wavy surface formed by the sum of two sinusoidal waves (a fundamental one and its first
harmonic), varying the amplitude of each wave independently. Thanks to the extra heat transfer
area added by corrugating the vertical surface, it was found that the heat transfer rate may be
doubled in comparison with a flat plate of the same projected area.
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1.2. FORCED CHANNEL FLOWS OVER TEXTURED WALLS

The laminar/turbulent forced flow in a channel is crucially sensitive to the small-scale features
of the rough/porous bounding walls. As the fluid passes near/within the surface corrugations,
a complex, generally three-dimensional, hydrodynamic interaction takes place, which can sig-
nificantly alter the flow behavior not only in the interfacial layer but also in the channel flow
region fairly away from the boundary, as an extended effect on the macroscopic problem. With
the significant progress in manufacturing and fabrication techniques, the study of the interac-
tion between the microscale features of the surface (such as roughness, porosity, irregularity,
compliance, superhydrophobicity, etc.) and the adjacent fluid flow has become more important
for several applications. The numerical complexity of fully resolving the micro-details of the
surface, especially when turbulent flows are studied via Direct Numerical Simulations (DNS)
or even Large Eddy Simulations (LES), represents a challenge, and this can be a major hurdle
when optimization of the surface (in terms of reducing skin-friction drag, promoting heat/mass
transfer, etc.) is the ultimate goal. Therefore, the development of accurate macroscopic models
for the fluid-wall interaction has become a very active field of research.

1.2.1. The slip velocity over rough/permeable boundaries

Starting with the literature on the laminar flow overlying a permeable substrate, one can
realize that the low-Reynolds-number motion of an incompressible fluid in a plane channel
bounded by a porous wall (which borders the duct, for instance, in y = 0) has been a classical
problem since the seminal experimental work by Beavers & Joseph (1967). They observed that
the flow rate in the channel was larger in the presence of the porous layer than with a no-slip
wall and hypothesized that the fluid could slip at some Stokes—Darcy interface with velocity

: VK 00 L (1.16)

Uslip = — 7=
Toa 99l n

with the second term on the r.h.s. of Eq. (1.16) corresponding to Darcy’s velocity; K is a scalar
measure of the permeability of the porous medium in its bulk, p is the dynamic viscosity, and
M = |0p/0z| denotes the magnitude of the macroscopic, streamwise pressure gradient. The
dimensionless constant o was later observed to depend on the properties and the geometry of the
permeable material near the dividing surface, on the local direction of the flow, on the Reynolds
number and on the possible presence of structural non-uniformities at the surface of the porous
medium, where the porosity is locally larger (Larson & Higdon, 1986; Sahraoui & Kaviany,
1992). Such non-uniformities are hardly avoidable in practice since solid inclusions cannot
pack as tightly near the porous/free-fluid interface as they do in the bulk of the porous medium
(Nield, 2009). Saffman (1971) gave a theoretical justification of the empirical condition by
Beavers & Joseph (1967) by first applying ensemble averaging to the Stokes equation across
the porous/free-fluid domain and then performing asymptotic matching at the two edges of the
interface layer. A closer look at Saffman’s development reveals that, upon retaining terms up to

second order in the small parameter \/E, the slip velocity is the same as in Eq. (1.16) except
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for Darcy’s term, which was found to be corrected by an order one dimensionless factor B, to
become (BI@ /) M. The literature is rich of studies that sought to revisit/extend/generalize the
Beavers-Joseph-Saffman (BJS) condition and/or investigate its limitations and deficiencies, e.g.
Refs. (Neale & Nader, 1974; Vafai & Kim, 1990; Auriault, 2010; Eggenweiler & Rybak, 2020,
2021; Strohbeck et al., 2023).

Some of the papers that followed the works by Beavers, Joseph and Saffman used upscal-
ing theories to close the problem and identify the constant o (and, rarely, also B). Mikeli¢
and colleagues (using asymptotic homogenization) and Whitaker and colleagues (using volume
averaging) are among the major contributors, extensively cited in the recent review by Bot-
taro (2019). The asymptotic, multiscale homogenization approach is a theoretical framework
through which the rapidly varying properties of the surface (the porous substrate in the present
case) can be replaced by upscaled properties such as slip, interface permeability, etc. (Babuska,
1976; Bottaro, 2019), which contribute to the definition of effective boundary conditions at a
fictitious plane interface next to the physical rough/porous boundaries wall; the macroscale
behavior of the channel flow is then targeted, bypassing the need to fully resolve the motion be-
tween/in close vicinity of the solid protrusions/grains. This technique has been known and used
by applied mathematicians for a long time, yet, in more recent years, it has been rediscovered
and applied to a variety of physically relevant cases. The approach relies on the asymptotic ex-
pansion of the dependent variables in terms of a wisely-chosen small parameter whose existence
is related to the presence of well-separated scales, for instance a microscopic length scale (¢)

and a macroscopic length scale (H >> /), so that the parameter ¢ = 7 << 1 can be defined,

and the solution of the problem can be sought up to different orders of accuracy in terms of e.
Although the classical first-order slip condition over a generic solid surface, proposed by
Navier (1823), was based on empirical considerations concerning the near-wall flow behavior,
recent studies adopting the homogenization technique have provided a robust method for the es-
timation of Navier’s slip length, A\, without the need for any ad hoc correlation (Jiménez Bolaios
& Vernescu, 2017). A tensorial generalization of the first-order Navier’s slip condition over a
micro-textured surface was given by Zampogna et al. (2019), with the slip tensor depending
on the geometry of the roughness pattern. High-order effective boundary conditions were later
derived by Bottaro & Naqvi (2020), for the flow over a rough surface, and by Sudhakar ez al.
(2021) and Naqvi & Bottaro (2021), for the flow over a porous bed. In view of the recent find-
ings, a homogenization-based, second-order accurate, BJS-like condition for the streamwise
slip velocity can be written as follows:
) N Kits
Uslz’p = )\ y +
Ylg—o+ H

M; (1.17)

the coefficients )\, a Navier slip length, and Kt the interface permeability, are not simply

proportional to \/E and K, and can be found by solving microscopic (auxiliary) problems in a
representative unit cell, for any regular microscopic pattern. It should be highlighted that:

* The BJS-like condition (1.17) is valid for both permeable and rough, impermeable layers;
in the latter case, K vanishes, whilst A and K*/ do not.

e Computed values of X and K/ are available in the literature for many rough (Lacis et al.,
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2020; Bottaro & Naqvi, 2020; Sudhakar et al., 2021) and porous (Lacis et al., 2020;
Sudhakar et al., 2021; Naqvi & Bottaro, 2021) wall microstructures.

* If the microscopic pattern of the rough/permeable wall had a preferential orientation at an
angle different from O or 90 degrees from the direction of the pressure gradient (here in
7), a near-wall transverse velocity component, w, would appear (Stone et al., 2004).

* Under turbulent flow conditions, it is necessary to define a three-directional effective ve-
locity at the fictitious wall, even if the mean flow is one-directional. This is important
since turbulent fluctuations along directions both tangent and normal to the fictitious in-
terface considerably affect the behavior of the turbulent boundary layer and, therefore, the
skin-friction drag (Orlandi et al., 2006; Orlandi & Leonardi, 2006, 2008; Bottaro, 2019;
Lacis et al., 2020). Definition of the velocity vector at the virtual interface, valid up to
second-order accuracy, is available in Ref. Naqvi & Bottaro (2021), and is discussed here
in Section 2.2.2..

Moreover, when the flow regime in the interfacial layer departs considerably from the Stokes
behavior, it becomes necessary to incorporate the effects of near-wall advection into the homog-
enization scheme, in order to extend the applicability range of the homogenization model. An
Oseen-like linearization was proposed by Buda (2021) to try to partially take into account such
effects when the microscopic problem is analyzed; accordingly, the boundary condition 1.17
is still valid, yet with macroscopic coefficients sensitive to a Reynolds number (pertinent to
the near-wall motion), besides their original dependence on the micro-structural details of the
boundary. However, should flow instabilities be present in the domain (e.g., at relatively high
Reynolds numbers) in the form of vortex shedding next to the protrusions/grains or, eventu-
ally, transition to turbulence, homogenization would become a more complex undertaking. For
instance, tackling near-wall advection with Oseen’s linearization in the presence of such in-
stabilities may be questionable, and a fully nonlinear model is probably needed; this could be
achieved by the use of adjoint homogenization (Bottaro, 2019). In addition, when near-wall
transient effects are significant, they should be considered in the upscaling framework, and
sufficiently large microscopic unit cells must be identified (Agnaou et al., 2016).

1.2.2. Turbulent flows in channels with textured/altered walls

The large skin-friction drag characterizing wall-bounded turbulent flows, as compared to
laminar ones, represents a major challenge in engineering applications where efficiency and
running costs of fluid transport systems are of interest. This has motivated several experimental
and numerical studies aimed at a better understanding of the phenomenon of turbulence produc-
tion and generation of Reynolds shear stress in such flows (Mansour ef al., 1988; Bernard ef al.,
1993; Orlandi & Jiménez, 1994; Vreman & Kuerten, 2014); the coherent structures in the inner
region of the wall layer and the bursting (ejection) and sweep (inrush) events related to such
structures have been the object of intense research activities (Kline et al., 1967; Cantwell, 1981;
Jeong et al., 1997; Guo et al., 2010). The design of active or passive techniques for turbulent
drag reduction requires in-depth understanding of the interacting mechanisms which contribute
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to near-wall turbulence, in order for its effective control. The near-wall flow is characterized by
a self-sustaining cycle responsible for the regeneration of turbulent fluctuations, owing to the
dynamic interaction between longitudinal velocity streaks and quasi-streamwise vortices; this
cycle is independent of the nature of the outer flow (Jiménez & Pinelli, 1999). Attenuating (or
suppressing) any of the processes involved in this autonomous cycle can lead to a less disturbed
flow field (or even to relaminarization) (Jiménez & Pinelli, 1999), a clear advantage when the
objective of the control is skin-friction drag.

Many investigations have been conducted to optimize and assess the effectiveness and fea-
sibility of active and passive drag reduction techniques, to favorably alter the structure of the
turbulent boundary layer. Active techniques, involving energy input, have proved to yield signif-
icant drag reduction in wall-bounded turbulent flows. For instance, optimized uniform blowing
of the fluid through a spanwise slot can produce a local drag reduction of 80% downstream of
the slot (Kim et al., 2003), while sufficiently high suction rates through a short porous flush-
mounted strip can allow for local relaminarization of the turbulent boundary layer, resulting in
a drag reduction of more than 50% (Antonia et al., 1995). Counter-rotating large-scale stream-
wise vortices, externally initiated by a transverse array of longitudinal plasma actuators, can
stabilize the streaks in the near-wall flow and attenuate the coherent structures, interrupting the
turbulence regeneration cycle; a drag reduction of more than 25% can be achieved (Mahfoze
& Laizet, 2017; Cheng et al., 2021). Other studies focused on forcing wall-normal fluctuations
(Kang & Choi, 2000) or in-plane wall oscillations (Choi, 2002; Wise & Ricco, 2014).

Passive drag reduction techniques have also been investigated extensively, along with re-
markable advances in bio-inspired designs. Super-hydrophobic surfaces can reduce drag up to
approximately 80% under optimal conditions, mainly due to the large effective slip of aque-
ous solutions on the walls (Rastegari & Akhavan, 2015). Riblets (longitudinal surface grooves)
have proved to mitigate the velocity fluctuations near the wall, resulting in a more uniform flow
field (Bechert & Bartenwerfer, 1989). The skin-friction drag over surfaces altered with riblets
is crucially sensitive to their geometry and to the Reynolds number of the flow in their vicin-
ity (characterized, for instance, by the lateral spacing of riblets measured in wall units, s™) as
found by many investigators (Walsh & Lindemann, 1984; Bechert et al., 1997; El-Samni et al.,
2007; Gatti et al., 2020; Endrikat et al., 2021a,b; von Deyn et al., 2022). Achieving drag re-
duction is thus contingent on the proper design of riblets for the specific operational conditions
encountered. For example, the experiments by (Bechert ez al., 1997) on different configurations
of riblets revealed that an optimized drag reduction of almost 10% can be attained, in particular
with longitudinal blade ribs having depth and thickness equal to, respectively, 0.5 and 0.02 of
the lateral rib spacing and with s™ ~ 17. It should be noted that drag reduction breaks down
at excessively large values of s™; this is associated with the occurrence of inertial-flow mech-
anisms such as the Kelvin—Helmholtz instability (Garcia-Mayoral & Jimenez, 2011; Endrikat
etal.,2021a)

The ability of properly engineered permeable substrates to reduce skin-friction drag in tur-
bulent channel flows, as a passive technique, has recently attracted much interest. Porous sub-
strates are encountered in various natural and engineering applications, and have been a source
of inspiration for many studies in which the effects of wall permeability on the behavior of the
overlying turbulent boundary layer and the consequent reduction/increase in the skin-friction
drag have been assessed. Several configurations of the porous substrate have been investigated,
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with different values of the porosity (¢) and under different flow conditions. The diagonal com-
ponents of the permeability tensor of the porous medium (Kpas Iﬁyy, K..) and the Navier-slip
coefficients (5\36, 5\2) at the dividing surface between the free-fluid region in the channel and
the permeable layer are main parameters that have been widely tested in a number of inves-
tigations. In the following, z, ¢ and Z denote, respectively, the streamwise, wall-normal and
spanwise directions. The numerical work by Rosti ef al. (2015) on turbulent channel flows
over isotropic porous substrates (ICch = ]ny = ICZZ) has shown that even small values of the
medium permeability can affect the response of the adjacent turbulent boundary layer: the dis-
turbances were found to be intensified and the Reynolds stresses enhanced, with a consequent
increase in skin-friction drag. This is in general agreement with the findings of earlier studies
(Beavers et al., 1970; Tilton & Cortelezzi, 2006, 2008). A similar behavior of disturbance in-
tensification is observed when the porous substrates have preferential spanwise permeability.
Wang et al. (2021) investigated the dynamic interaction between a turbulent channel flow and a
porous bed made of spanwise-aligned cylinders, for which K.. > (l@m = léyy). The structure
of the blowing (upwelling) and suction (downwelling) events through the pores has been ana-
lyzed, particularly in terms of their role on the onset of the Kelvin-Helmholtz instability near
the permeable wall. Other studies have focused on permeable walls potentially capable to yield
turbulent drag reduction. Rosti et al. (2018) studied the turbulent flow over anisotropic porous
beds characterized by equal values of the permeability in the streamwise and the spanwise direc-
tions, i.e., Kyp = K.. # Iny They showed that a drag reduction of up to 20% can be achieved
from walls of high in-plane permeability (ICm = /sz) >> Iny, whereas the skin-friction
drag may increase by the same amount for substrates of preferential wall-normal permeability
(I@m = I@ZZ) << Kyy Among the different configurations considered in the literature, the
use of porous substrates of preferential permeability along the streamwise direction, consisting,
e.g., of longitudinal cylinders with Koo >> (ICZZ = ley) appears to provide the best results
in terms of turbulent drag reduction. The drag reduction curves for this configuration are sim-
ilar to those of riblets (Gomez-de Segura & Garcia-Mayoral, 2019), and the theory behind the
ability of such substrates to reduce skin-friction drag has been elaborated by Abderrahaman-
Elena & Garcia-Mayoral (2017). Conceptually, the drag reduction (D R) is proportional to the
difference between the slip lengths along the streamwise and the spanwise directions, that is,
DR =~ puo(A\S — A7) (Luchini et al., 1991; Jiménez, 1994), which has been approximated by
o & (\ /KT, — \/IC_jZ) (Abderrahaman-Elena & Garcia-Mayoral, 2017). All the macroscopic
parameters are measured in wall units and this is indicated by the superscript ‘+’; the coefficient
4o 1s a function of the Reynolds number (Garcia-Mayoral & Jiménez, 2011), while the param-
eter ¢ characterizes the inter-connectivity of the flow between the pores (Abderrahaman-Elena
& Garcia-Mayoral, 2017). The relation above in terms of the square root of the permeabil-
ity components holds for substrates of relatively low wall-normal permeability; if lC;ry exceeds
some critical threshold, Kelvin-Helmholtz-like rollers are developed near the interface, and the
drag reduction mechanism is adversely affected (Gémez-de Segura et al., 2018). In addition to
the several contributions discussed above, the reader is referred to the experimental/numerical
investigations on turbulent flows over porous media of different configurations conducted by
Suga’s group (Suga et al., 2013, 2018; Suga, 2016; Kuwata & Suga, 2017; Nishiyama et al.,
2020) and by Breugem et al. (2006), Liu & Prosperetti (2011), Manes et al. (2011), Chandesris
et al. (2013), Esteban et al. (2022) and Wang et al. (2022).
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1.3. SEEPAGE IN POROUS MEDIA BEYOND STOKES REGIME

1.3.1. Definitions, preliminaries and macroscale behavior

One of the aspects of this research project is to study the effect of advection on the steady,
incompressible, Newtonian flow through a rigid, homogeneous porous medium formed by pe-
riodically arranged solid inclusions, as illustrated in Fig. 1.5).

The dimensional mass and momentum conservation equations governing the flow in the
pores (here, o and [ indicate the solid and the fluid domains, respectively) are

o0u;

55, =0 np. (1.18)
ou,  op  Pa
fi—t — & - 1.1

with 4, the velocity, p the pressure, and p and y the density and the dynamic viscosity of the
fluid. In addition, the no-slip boundary condition is defined at the fluid-solid interface Ag,.

L

solid (o) fluid (B)

Unit cell

Figure 1.5: Sketch of the problem under study; right frame: a triply periodic unit cell.

Provided that the microscopic length scale ¢ (e.g., the pattern periodicity) is sufficiently
smaller than the macroscopic length scale L characterizing the large-scale processes, the hier-
archical problem is amenable to upscaling by applying, for instance, a volume-averaging ap-
proach. Two distinct dimensionless spatial variables are defined: a fast one, x; = ;//, related
to field variations occurring at the small-scale level, and a slow one, X; = 2;/L = € x;, with the
small parameter ¢ = (/L < 1. Given that the volume of the averaging domainis V = V3 4V
(with the porosity § = Vj3/V), the intrinsic average and the superficial average of any property
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I', defined over the fluid domain, are respectively defined as

1 1
<I'>=_— [ Tav, <F>:v TdV =0 <T >". (1.20)
B JVgs Vs

The microscopic velocity scale, v,.¢, is related to the magnitude of the external force driv-
ing the flow through the porous medium. In the present framework, the macroscopic pressure
gradient, M, its magnitude, M, and a unit vector along its direction, e, are defined as follows:

~ 1o<p>Ff N M;
M,=— ——F— = ||M M___, 1.21
I ox, © M ‘ S TM (121)
If viscous forces within the pores balance the external forcing, i.e. MUZ—;f ~ M, the microscopic
re g . .
Reynolds number, Re = P Uref , might be written as
63
Re=" A/i . (1.22)
I

¢ (Classical behavior in the limit Re — 0:

Under Stokes conditions, i.e. in the absence of inertial effects, the macroscale problem is simply
governed by Darcy’s law: the upscaled velocity vector is linked to the macroscopic pressure
gradient , M, and the fluid viscosity, p, via the definition of the intrinsic permeability tensor,
K, as follows:

~

K

<@ > =——2L Mj, (1.23)
L
and a dimensionless permeability, K;; = < ij / ¢?, can be introduced as
Kij =< ICZ']' > . (1.24)

where K is a purely microscopic tensor (dependent on z; only), available from the numerical
solution of one ad hoc auxiliary system of equations defined on a representative elementary
volume (REV). Such a problem, governing the spatial variations of the closure variables ;;
and f;, is

Ok :
_835; =0 in Vg, (1.25)
8fj 02IC7;]’ . .
e + 022 +0,; =0 in Vg, (1.26)
subject to
ICZ‘]‘ =0 at Aﬁg, (127)

together with periodicity of the microscopic fields along =i, o, and x3. Additionally, since
f; appears in the closure problem in terms of its gradient only, we impose < f; >? = 0 as a
necessary constraint for the problem to be well-posed. The above-mentioned closure problem
renders the permeability, K, intrinsic only to the micro-structural details of the porous medium
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(including shape of grains, orientation of the inclusions with respect to the chosen axes, and
porosity of the medium); this dependence has been widely investigated in the literature (refer
to, for instance, Zampogna & Bottaro (2016); Bottaro (2019); Naqvi & Bottaro (2021); Ahmed
et al. (2022b)).

* Behavior beyond the Stokes regime:

Beyond the limit Re — 0, the macroscale behavior of the flow through a porous medium can be
altered significantly by the presence of advection, which means that the validity of the classical
Darcy’s law with the intrinsic permeability K as a macroscopic coefficient becomes question-
able; an extensive discussion on the effects of inertia is provided by Lasseux et al. (2011).
However, according to the recent work by Valdés-Parada & Lasseux (2021a,b), a more versatile
version of the Darcy’s law in which the inertial effects are considered in the upscaling approach
can be used: dependence of the average velocity on the macroscopic pressure gradient is prop-
erly described by a Darcy-like equation, with an effective (also termed apparent) permeability
tensor, H, strong function of the Reynolds number (R¢e) and the direction of the applied external
forcing, unlike the intrinsic medium permeability K which is purely geometry-dependent. Such
a generalized equation reads

<; >=-——2M,, (1.28)
L
and a dimensionless effective permeability, H;; = ﬁij /%, can be introduced as

A modified version of the closure problem (Eq. (1.25-1.27)) was derived by Valdés-Parada &
Lasseux (2021a,b) in order to evaluate the purely microscopic tensor H; it reads

8’Hij

oz, =0 in Vg, (1.30)
OHi; Oh;  0*Hy; )
—Re ’ngaTe] ef]” — _th + 8x§] + 8y in Vg, (1.31)
subject to
Hij =0 at Ag,. (1.32)

Again, the microscopic fields are periodic along x1, z2, and x3, and the constraint < h; >8 =0
is to be imposed.

It is worth highlighting that Eq. (1.28) can be mathematically recast into the so-called
Darcy-Forchheimer equation, that is

A

K

tj

I
with the Forchheimer correction tensor defined by F = K - H™! — 1, as proposed by Whitaker
(1996). Obviously, H becomes equal to K as Re — 0, and therefore F vanishes, and Eq. (1.33)
reduces to the classical Darcy’s law (1.23).

In this project, the apparent permeability is evaluated for porous structures formed by dif-
ferent types of triply-periodic-minimal-surface-based unit cells, varying the porosity and the
Reynolds number. For this reason, an introduction to the characteristics and applications of
such media is presented in the following subsection.

<y >=—"2LM; - Fy; <>, (1.33)
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1.3.2. Insights into TPMS-based porous metamaterials

Table 1.2: A list of selected recent publications on the properties of TPMS-based structures, with indi-
cation of the scope of each reference

Behaviors of interest
Reference

hydrodynamic | thermal | acoustic | mechanical
Bobbert et al. (2017) v’ v’
Abou-Ali et al. (2019) v’
Chen et al. (2019) v’
Luo et al. (2020) v’ v
Zhou et al. (2020)
Yin et al. (2020)
Ali et al. (2020)
Asbai-Ghoudan et al. (2021)
Lehder et al. (2021) v’
Zeng & Wang (2022)
Zou et al. (2022)
Feng et al. (2022) v’ v
Lin et al. (2022) v’
Li et al. (2022)
Khalil et al. (2022)
Rathore et al. (2023a)
Rathore et al. (2023b)
Piatti (2023)
Rezapourian et al. (2023)
Zhao et al. (2023) v’
Gado et al. (2023) v’
Hawken et al. (2023) v’
Lu et al. (2023) v’
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The design of metamaterials (artificially engineered media with unique properties allowing
them to offer novel functionalities, often unachievable by conventional materials) based on
triply periodic minimal surfaces TPMS (periodic structures which locally minimize their area
subject to specific boundary constraints) is currently a very active field of research. TPMS-
based structures are self-standing, highly interconnected, possibly of high porosity, lightweight,
and manufacturable by 3D printing (Feng et al., 2019; Asbai-Ghoudan et al., 2021). The unique
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topological, acoustic, hydrodynamic, thermal, and mechanical features they may exhibit render
them multifunctional and promising for applications ranging from architectural structures (Feng
et al., 2019) to biomedical engineering (Bobbert et al., 2017; Ali et al., 2020) and to sound ab-
sorption (Yang et al., 2020); the reader is referred to Table 1.2 in which some relevant references
are listed.

The nodal coordinates that define a minimal surface can be described in many ways (Gandy
et al., 1999, 2001; Brakke, 1992; Yang et al., 2010), yet the simplest and most used method
approach is probably the level-set approximation equations (Al-Ketan et al., 2020), from which
different isosurfaces can be obtained corresponding to different isovalues of a level-set constant
(indicated here as 1).); examples of these equations (for nine types of minimal surfaces) are
provided in Table 1.3, while the isosurfaces obtained by setting 1. to 0 in each equation are
correspondingly plotted in Fig. 1.6.

Table 1.3: Level-set approximation equations of some triply periodic minimal surfaces of interest.
(2',y',2) = 27 (x,y, z) with z,y, and z the dimensionless microscopic coordinates, defined by nor-
malizing their dimensional counterparts by the pattern periodicity (¢, assumed here constant in the three
directions), i.e. (z,y,z) = 7 (z,9, 2). For each equation, different isosurfaces are obtainable by varying

the level-set constant ..

Surface Formula
Schoen Gyroid cosz'siny' + cosy'sinz' + cosz'sina’ = 1.
2 (cosz'cosy’ + cosy'cosz' + cosz'cosa’)
Schoen I-WP
— (cos2x” + cos2y’ + cos22') = 1),
Schoen F-RD 4 cosz'cosy' cosz' — (cos2x'cos2y’ + cos2y' cos2z' + cos27 cos2x’) = 1.
Schwarz P cosx’ + cosy’ + cosz’ = 1.
Fischer-Koch S cos2x'siny'cosz’ + cos2y'sinz' cosx’ + cos2z'sinx’cosy’ = .

_ —sinx'siny'sinz’ 4+ sin2x'siny’ 4+ sin2y'sinz’ + sin2z'sina’

Fischer-Koch C(Y)
/ / / . / / . / / . !/ !/

—cosz'cosy'cosz’ + sin2x'cosz’ + sin2y'cosx’ + sin2z2'cosy’ = .

sin2x’cosy'sinz’ + sin2y'cosz'sinx’ + sin2z' cosx’ siny’

Lidinoid
—c0s2x'cos2y’ — cos2y'cos2z’ — cos2z' cos2x’ = 1),
1.1 (sin2x'sinz'cosy’ + sin2y'sinx’cosz’ + sin2z'siny’cosz’)
Split P —0.2 (cos2x'cos2y’ + cos2y'cos2z’ + cos2z'cos2x’)

—0.4 (cos2x’ 4 cos2y’ + cos2z') = 1.

Neovius 3 (cosx’ + cosy’ + cosz') + 4 cosa’cosy' cosz’ = 1),




Schoen Gyroid Schoen I-WP Schoen F-RD

y % \/

Schwarz P Fischer-Koch S Fischer-Koch C(Y)

Lidinoid Split P Neovius
-

Figure 1.6: Graphical representation of some TPMSs based on the equations given in Table 1.3, with the
level-set constant 1. set to zero. Unit cells are shown in the dimensionless microscopic coordinates.

The use of triply periodic minimal surfaces to form metamaterials exemplifies the inte-
gration between mathematics, applied physics, and manufacturing technology. TPMS-based
patterns are commonly categorized, according to the region filled with the solid material, into
network-based and sheet-based structures; for example, refer to (Kapfer er al., 2011; Zhang
et al., 2018; Bonatti & Mohr, 2019; Zhou et al., 2020): (i) in the network structure, the solid
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material fills one sub-domain to form a skeleton with a one-side minimal surface which forms
the solid/void interface; (ii) in the sheet structure, the solid material takes the form of a finite-
thickness shell, obtained by inflation of the minimal surface, which detaches two void sub-
spaces. The two designs are illustrated in Figs. 1.7 and 1.8, respectively, by taking the Schwarz
P-based porous structures as an example. All the TPMS-based geometries presented in the the-
sis were modeled in MATLAB (Release 2021a) and exported in STL format (Rouhana, 2022,
Sep. 4; Sven, 2023) to be available on request.

Figure 1.7: Formation of a network-based porous structure with a Schwarz P surface. An isosurface with
1. = 0 (as an example) is defined , and the region . < 0 is filled with the solid material.

isosurface, Y. =0

o

fluid, P, > 0

solid, Y. < 0

fluid,
P, & [—0.3,+0.3]

solid,
P, € [-0.3,+0.3]

Figure 1.8: Formation of a sheet-based porous pattern with a Schwarz P surface. In this example, two
isosurfaces with 1. = +0.3 are defined, and the region in between is filled with the solid material.
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In this project, focus will be on the hydrodynamics in sheet-based porous structures. From
a mathematical point of view, one method to obtain a shell from any of the TPMSs in Table 1.3
is to assign two values of same magnitude and opposite signs (for instance +s*) to the level-set
parameter 1. such that the two correspondingly generated isosurfaces surround the region filled
with the solid material (Zhou et al., 2020). In this way, the porosity of the structure is controlled
by the value of s*. For example, sheet-based geometries of porosity # = 0.8 are shown in Fig.
1.9, with the values of s* mentioned in the caption.

Schoen Gyroid Schoen I-WP Schoen F-RD

Dol

v X
Schwarz P Fischer-Koch S Fischer-Koch C(Y)
Lidinoid Split P Neovius

kil

Figure 1.9: TPMS-based unit cells (sheet design) corresponding to the surfaces defined in Table 1.3.
For each geometry, two isosurfaces corresponding to ¢, = +s* were generated to surround the solid
material, for the porosity to be equal to 0.8. For instance, Schoen Gyroid: s* ~ 0.32; Schoen I-WP:
s* = 0.78; Schoen F-RD: s* =~ 0.48; Schwarz P: s* =~ (.35.
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Finally, it is useful to show, through the survey presented in Table 1.2, how active the re-
search on sheet-based and network-based structures with a large variety of minimal surfaces has
been during recent years.

Table 1.4: A list of selected references, published in the past few years, which investigate the behavior(s)
of structures formed based on the TPMSs previously defined in Table 1.3.

Surface geometry
Reference Schoen Schwarz | Fischer-Koch Others
Gyr. | I-WP | F-RD | Primitive S C(Y) | Lidin. | Split P | Neov.
Bobbert et al. (2017) v’ v’ v’
Abou-Ali et al. (2019) v’ v’ v’
Luo et al. (2020) v’
Zhou et al. (2020) v’
Yin et al. (2020) v’ v’ v’ v’
Asbai-Ghoudan et al. (2021) | v~ v’ v’
Karakog (2021) v’ v’ v’ v’ v’ v’ v’ v’
Lehder et al. (2021) v’ v’ v’ v’ v’
Zeng & Wang (2022) v’ v’ v’
Zou et al. (2022) v’ v’
Feng et al. (2022) v’ v’ v’ v’
Lin et al. (2022) v’ v’
Li et al. (2022) v’ v’
Khalil et al. (2022) v’
Rathore et al. (2023a) v’ v’ v’
Rathore et al. (2023b) v’ v’ v’
Piatti (2023) v’ v’ v’
Rezapourian et al. (2023) v’
Zhao et al. (2023) v’
Gado et al. (2023) v’ v’ v’ v’
Lu et al. (2023) v’ v’ v’ v’ v’ v’
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1.4. PROJECT ACTIVITIES

The research project includes several experimental and/or numerical studies on buoyant and
forced flows over/through regularly textured walls and porous substrates, pertinent to the ap-
plications discussed in the previous sections. The outlines of the project are presented in Fig.
1.10, with indication of the published/submitted/ongoing papers related to each subject.

Flow over micro-structured surfaces

! !

Buoyancy-induced flows along Forced flows over/through
vertical rib-roughened surfaces textured walls/media
Homogenization Upscaling laminar flow CFD simulations of
& Experimental surveys problems under/beyond turbulent channel flows
CFD simulations Stokes conditions with effective BCs
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Figure 1.10: Aspects of the research project, with indication of the articles published/submitted/ongoing.
B1: Ahmed et al. (2022a); B2: Ahmed (2023); B3: Ahmed et al. (2024); B4: Tanda et al. (2023); B5:
Tanda et al. ((Submitted 2023)); B6: Ahmed & Tanda (2024); F1: Ahmed & Bottaro (2024); F2: Ahmed
et al. (2022b); F3: Ahmed & Bottaro (Draft, 2024); F4: Ahmed & Bottaro (2023).

In brief, the numerical work on natural convection along periodically ribbed vertical sur-
faces includes formulation, implementation, validation, and making practical use of high-order
effective velocity and temperature boundary conditions at a fictitious plane interface next to the
roughness elements, beyond which the macroscale problem is to be numerically analyzed; these
novel conditions were derived following a multiscale-homogenization approach, and are able to
provide a computationally cheaper alternative to the standard full fine-grained simulations. This
was performed, as a first step, for the case of perfectly conduction ribs (Papers B1 and B2),
while the model was later generalized to be applicable to rib elements of finite thermal conduc-
tivity, besides perfectly adiabatic/conducting ones, as described in Paper B3. With regard to the
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relevant experimental surveys, in the first set of experiments (Paper B4), the buoyancy-driven
airflow over a vertical surface of 0.5 m height, regularly roughened with spanwise-elongated
wooden ribs of square cross section, was studied within a range of the plate Rayleigh number
(Ra) extending from 3.4 x 10® to 4.6 x 10%. The plate-height-to-rib-pitch ratio (H/¢) and the
rib pitch-to-size ratio (¢/e) were varied. The experiments rely on the schlieren optical tech-
nique, through which the thermal boundary layer is visualized and the local Nusselt number
distribution along the vertical surface is acquired. Later, the effectiveness of rib truncation in
enhancing the heat transfer from the baseplate surface was explored (Papers B4 and BS). Three
staggered arrangements were considered, by varying the number of rib segments per row, and
the thermal boundary layer was investigated by means of schlieren visualization and miniature
thermocouple measurements, to detect any flow instabilities and the consequent influence on
the heat transfer from the surface. The second phase (Paper B6) is aimed at studying, through
a combined experimental-numerical framework, similar roughness geometries (continuous and
truncated ribs) to those explored earlier, yet under conditions, well within the laminar regime
(Ra =~ 2 x 107), by using a plate with a shorter vertical length. The crux of the work is whether
the imposition of a stable flow would maintain, for truncated ribs, superior heat transfer perfor-
mance relative to the smooth plate, similar to that realized at higher Rayleigh numbers. Further,
carrying out the study under the laminar flow regime facilitates performing numerical simula-
tions of the conjugate heat transfer problem, and thus the experimental results can be used to
validate the effective boundary conditions already derived.

In regard to the forced flow problems considered, the fully developed, steady, incompress-
ible, laminar flow in a channel delimited by rough and/or permeable walls was considered at one
stage of the project (Paper F1). The Beavers-Joseph-Saffman condition for the slip velocity was
revisited; the boundary condition used instead (available from the homogenization approach)
applies to both permeable and rough boundaries including the case of separated flow (Couette-
Poiseuille motion with adverse pressure gradient). A closed-form solution of the Navier-Stokes
equations was found for the flow in the channel, and was validated against fine-grained simula-
tions for ordered/random textures. One of the most important issues addressed in this work was
how to incorporate the near-wall advection into the upscaling procedure; an Oseen’s approxima-
tion was employed to linearize the convective acceleration terms in the momentum conservation
equations governing the microscale problem. Additionally, a more advanced analysis was con-
ducted by implementing effective boundary conditions of the streamwise, the spanwise, and the
wall-normal velocity components for the study of the turbulent flow in a channel bounded by a
porous substrate consisting of an inline pattern of either longitudinal or transverse inclusions,
with focus on monitoring and interpreting the drag-reducing or drag-increasing effects caused
by these geometries, and on the sensitivity of the roughness function, AU, to the upscaled
coefficients characterizing the wall (Papers F2 and F3).

Finally, a volume-averaging approach was utilized to study laminar flow through triply-
periodic-minimal-surface-based media, departing from the Stokes regime (Paper F4). A clo-
sure problem was solved through a microscopic unit cell to evaluate the effective permeability
tensor H (advection-sensitive, different from the classical intrinsic permeability K) for different
types of TPMS-based porous structures, varying the porosity and the Reynolds number.



METHODS, APPROACHES AND TOOLS

The work conducted can be divided, according to the approach adopted, into the following
activities: (i) experimental investigations of conjugate natural convection along rib-roughened
vertical heated surfaces, mainly with the aid of the schlieren optical method; (ii) studies by
homogenization theory and numerical simulations on buoyant flows along vertical ribbed sur-
faces and on forced flows in channels delimited by micro-textured boundaries; (iii) a volume-
averaging-based analysis of seepage in porous media in the presence of advection. While the
approach followed in the last activity has been described in sufficient detail in Section 1.3,
it is useful to elaborate here on the experimental setup and procedure (first activity) and the
homogenization-based treatment (second activity) which represent the backbone of the project.

2.1. EXPERIMENTAL SURVEYS (NATURAL CONVECTION)

This section provides essential information about the experiments conducted on buoyancy-
driven air flows along regularly roughened surfaces, including description of the rib configu-
rations examined, the test sections, the optical method used, and the measurements made. For a
clearer understanding of the experimental setup, photos of the equipment and the tested plates
are presented when necessary; the surveys were carried out at the Schlieren Lab in the De-
partment of Mechanical, Energy, Management and Transport Engineering (DIME, University
of Genoa). In-depth details about supplementary calculations and experimental uncertainty are
not provided here, yet they are available in Papers B4 and B6 (refer to Chapter 4 for submit-
ted/ongoing papers).

2.1.1. Description of ribbed plates and test sections

Experiments were performed on two different vertical plates, one at each stage of the project:
the first test surface is a 500 mm-high and 5 mm-thick aluminum plate connected to a plane
electrical heater and insulated on one side in order to convey as much heat flux as possible
towards the side exposed to the ambient air, while the second plate has a height of 175 mm, and
is made of two aluminum sheets with a plane heater sandwiched in between (overall thickness =
12 mm) such that, once the electric power is supplied to the heater, a symmetrical heat transfer
on both sides of the plate is provided. Both plates have a spanwise length of 0.3 m.

The thickness of each plate was sufficient to promote, combined with the high thermal
conductivity of aluminum, an efficient redistribution of heat by conduction within the plate
and, therefore, to obtain a fairly uniform wall temperature. Several fine-gauge thermocouples,
calibrated to £+ 0.1 K, were embedded in the wall at different elevations to verify temperature
uniformity and to provide the mean value of the wall temperature, assumed to be the mean of the
individual readings. The wall-to-ambient air temperature difference was varied from 32 to 51 K
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Figure 2.1: General description of the roughened heated surfaces under study, with indication of the main
geometric parameters characterizing the patterns of continuous and truncated ribs.

for the plate of the larger height in order to span the range of the plate Rayleigh number from
3.4 t0 4.9 x 108 (i.e. close to the upper threshold of the laminar regime over a corresponding
smooth plate), whereas the temperature difference was set to 45 K in the case of the shorter
plate and a Rayleigh number equal to 2 x 107 was obtained (well within the laminar flow range,
which permits the use of the results to validate the numerical simulations discussed later).

Repeated ribs at pitch distance ¢, having square cross-section (e x e) and either spanwise-
elongated (continuous ribs of length equal to the plate’s) or cut into smaller segments and ar-
ranged in a staggered pattern (truncated ribs of length d) were attached to each of the two heated
plates, as sketched in Fig. 2.1, in order to evaluate their effect on heat transfer performance.
Ribs were made of wood due to the low cost and the ease of cutting and application; these
advantages permit a systematic study of the effect of the main geometric parameters. Dimen-
sions of the different rib configurations examined are detailed in Table 2.1. For the plate of
larger height, three different sizes were considered for the continuous ribs, specifically e = 2,
3, and 5 mm, and for each size, the number of ribs deployed along the plate surface height
was changed from one experiment to another (/N = 10, 20, or 40), while additional tests were
subsequently performed with 20 rows of truncated ribs having height e = 3 mm, varying the
number of segments per row (three, six, or twelve). For the shorter plate, The rib size (for
continuous/truncated elements) was 2 mm and the number of continuous ribs on each of the
two symmetric vertical surfaces was varied from 5 to 25, while, in the case of truncated ribs, 11
rows were attached (again, with three, six, or twelve segments per row).

The two sets of experiments (i.e., with the two plates of different heights) allow investigation
of: (1) the effect of continuous ribs on the local convective heat transfer performance along
vertical heated plates, with the rib pitch-to-height ratio (¢/e) varied from 2.5 to 25 for the plate
of height H = 500 mm (experiments at Ra of order 10%) and from 3.5 to 20 for the plate of
height H = 175 mm (experiments at Ra of order 107); (ii) the influence of truncation of the
ribs into staggered segments on the local convective heat transfer from the plate, with focus on
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the difference between their effect at relatively high Rayleigh numbers (Ra of order 108, close
to the transitional regime) and at relatively low Rayleigh numbers (Ra of order 107, far below
the upper threshold of the laminar regime); (iii) the overall convective heat transfer from the
shorter plate when continuous or truncated ribs are attached, whose values are used to validate
the homogenization-based numerical simulations as a major aim of the project.

Table 2.1: Values of the geometric parameters for the roughness patterns tested in the experimental work.

) ) number number e d 14 Aq Ay
plate height | rib type of rows O_f truncated (mm) | (mm) | (mm) | (mm) | (mm)
ribs per row
cont. 10 - 2 - 50 45 5
cont. 20 - 2 - 25 20 5
cont. 40 - 2 - 12.5 7.5 5
cont. 10 - 3 - 50 45 5
cont. 20 - 3 - 25 20 5
H =500 mm | cont. 40 - 3 - 12.5 7.5 5
cont. 10 - 5 - 50 45 5
cont. 20 - 5 - 25 20 5
cont. 40 - 5 - 12.5 7.5 5
trunc. 20 3 3 50 50 20 5
trunc. 20 6 3 25 50 20 5
trunc. 20 12 3 12.5 50 20 5
cont. 5 - 2 - 40 8 7
cont. 9 - 2 - 20 8 7
cont. 17 - 2 - 10 8 7
cont. 6 - 2 - 32 8 7
cont. 11 - 2 - 16 8 7
H=175mm | cont. 21 - 2 - 8 8 7
cont. 7 - 2 - 28 4 3
cont. 13 - 2 - 14 4 3
cont. 25 - 2 - 7 4 3
trunc. 11 3 2 50 32 8 7
trunc. 11 6 2 25 32 8 7
trunc. 11 12 2 12.5 32 8 7

Figure 2.2 describes the test section and the confinement configuration used in the experi-
mental survey on the shorter plate. Ambient air, at a temperature of 293 K, enters from the lower
side of a shielding, whose function is to exclude possible air movements which are present in
the laboratory room. For the same reason, at the top section of the shielding, the heated plate
was delimited laterally by high-quality glasses (to permit optical access to the test section) and
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frontally by two smooth and unheated vertical walls, located at distances equal to half the plate
height. According to the previous study by Tanda (1997), a relatively large channel spacing-to-
height ratio (= 0.5) is expected to have almost no influence on the heat transfer behavior along
the plate relative to the case of an unconfined, isothermal, vertical plate. For the plate of larger

two identically-ribbed
aluminum sheets

e heated plate exit air passage

frontal unheated wall

(on the opposite side also)
high-quality optical glass
(on the opposite side also)

closed shield against
extraneous air movements

open grids for
inlet air passage
(on the four sides)

o d

sandwiched
plane heater

Figure 2.2: Illustration of the test section used for experiments on the 175 mm-high plate. The photo on
the left shows the symmetrical design of the heated plate, with the sandwich principle.

height (H = 500 mm), much attention was directed to the role of the confinement configuration
in the amplification/attenuation of thermal-field instabilities in the boundary layer adjacent to
the smooth (unribbed) surface, when operating close to the expected range of transition; the
four configurations examined are described and their effects are discussed in detail in Paper
BS. Only one of these confinements was used in the survey on the larger-height plate in the
presence of ribs, as explained in Paper B4.

2.1.2. Schlieren optical system

Optical methods are versatile tools for acquisition of qualitative information and quantitative
measurements related to heat transfer and fluid flow phenomena since they allow a real-time
analysis of the whole field of view covered by the employed instruments, with no intrusion
on the physics/processes investigated (Hauf & Grigull, 1970; Merzkirch, 1974; Ambrosini &
Tanda, 2006). The index-of-refraction techniques (such as interferometry and schlieren imag-
ing), which are based on measuring the index of refraction, or its spatial derivative, of a medium
and using this to obtain data about the thermal field of interest, are among the large variety of
the optical methods currently employed in experimental surveys; the reader is encouraged to
refer to the bibliography of publications devoted to optical methods, traced down by Ambrosini
& Tanda (2006) in the form of a didactic handbook. Applicative examples of interferometry
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Figure 2.3: Description of the schlieren apparatus used. A schematic of the setup (plan view) is shown
at the top: the concave mirrors M; and M5 have a diameter of 0.38 m and a focal length of 1.9 m, and
the distance between them is about 8 m.

and/or schlieren imaging are provided, for instance, in Refs. (Bhavnani & Bergles, 1990, 1991;
Tanda, 1997; Kleine et al., 2006; Ambrosini & Tanda, 2006; Hargather & Settles, 2012; Tanda
et al., 2014; Raffel, 2015; Jain et al., 2016; Settles, 2018; Hampel et al., 2019; Schulz et al.,
2020); the two methods are different in operation and optical instrumentation, despite being
both based on the temperature dependence of the fluid refractive index, and they can be used
in parallel to provide a more comprehensive description of the thermal phenomena via simul-
taneous visualization of the temperature distribution and the thermal-gradient pattern next to
smooth and ribbed surfaces (Ambrosini & Tanda, 2006).

In the experimental part of this project, a schlieren optical setup (see Fig. 2.3) was employed
to visualize the thermal boundary layer in the buoyant air stream adjacent to the smooth and
the rib-roughened vertical heated surfaces, and to evaluate the local, natural convection heat
transfer coefficient. An exhaustive description of the schlieren system used is given in Refs.
(Tanda, 1993, 1997, 2008, 2017; Devia et al., 1994; Tanda & Devia, 1998; Tanda et al., 2014).
Basically, it consists of a white light beam (composed of parallel rays) crossing the test section,
a concave mirror (i.e., the schlieren mirror), which focuses the light onto its focal plane (i.e.,
the cut-off plane), a filter, and a camera to acquire a real image of the test section. As shown
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in Fig. 2.4, when a focal filament (for instance, a thin dark strip or wire) is used as a filter,
and no thermal gradients are present in the air crossed by the light beam, all light rays are
intercepted by the filter when it is placed on the focus of mirror (and the image formed on
the camera will be uniformly dark). When thermal gradients (in the y-direction of Figs. 2.1
and 2.4) are present, individual light rays undergo angular deflections whose extent is related
to the magnitude of the gradient; consequently, the corresponding spots appear bright in the
camera, permitting a reliable visualization of the thermal boundary layer (more precisely of
all air particles with a non-zero thermal gradient). The angular deflection «, of a given light
ray (i.e., passing through a given point of coordinates z, ) can be measured by moving the
filter (connected to a micrometer) along the focal plane of the schlieren mirror until the point of
interest appears colored by the same color adopted for the filter (violet). It can be demonstrated
that the angular deflection o, is given by the ratio between the filter displacement and the focal
length of the mirror (since the angular deviation is small, tan o, = ) (Goldstein, 1976).

Undisturbed ray
Disturbed ray 1
/ Focal filament
<. £

(c)

Filament displacement

Figure 2.4: Illustration of the schlieren imaging method adopted. In panel (a), a simple sketch describing
acquisition of light ray angular deflection is provided, besides typical photos of one of the test surfaces,
the concave mirror, and the movable filter connected to a micrometer. The schlieren images presented
show the optical field when the filament is positioned at the focus of schlieren mirror (frame b), and when
it is displaced to intercept deflected light rays at a given angular deflection (frame c).
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The local heat transfer coefficient at a point on the vertical baseplate surface is introduced,
conventionally, as follows: )
b= g L0 @
Tw - Too

where ((9T /07 )y is the air temperature gradient in the wall-normal direction, , evaluated at the
point of interest on the baseplate, and k., is the air thermal conductivity evaluated at the wall
temperature. Due to the relation between the angular deflection of light and the thermal gradient
in the fluid crossed, the heat transfer coefficient, h, can be directly calculated by measuring the
deflection of light passing in the vicinity of the wall, using the following formula (refer to, for

instance, Ref. (Tanda, 1997)): R

2
p = Kairw g0 Ty (2.2)
K(T, —T)

where «, ,, 1s the angular deflection, along the y-direction, of the light ray passing in the vicinity
of the wall at the desired location, and K is a constant (equal to about 0.024 mK in these exper-
iments) which depends on some air properties (Gladstone-Dale and ideal gas constants, index
of refraction, pressure) and the length of the plate in the direction of light beam propagation
(z-coordinate in Fig. 2.4). Equation (2.2) provides values of the local heat transfer coefficient
for a vertical surface, which depend on the thermal gradients in the y-direction (whose effect
is implicitly included via the consequent angular deflections «, ,,). In this research, attention
is focused on the vertical inter-rib regions of the plate; hence, the angular deviation along the
y-direction is the only optical data on which the heat transfer coefficient depends. In order to
present the results in dimensionless form, the local Nusselt number was introduced as follows:

_ hH

N
" kair ’

(2.3)

with k,;,. the thermal conductivity of air evaluated at the film temperature.

2.1.3. Exploration of 3D phenomena and thermal-field instabilities

As discussed earlier in Section 2.1.1., the experiments on the plate of larger height were con-
ducted at Rayleigh numbers close to the reported values in the literature for the onset transi-
tion, and therefore it was important to monitor the temperature in the boundary layer to detect
possible amplification of thermal-field disturbances when different confinement configurations
are examined or when the ribs were attached to the plate surface, since an early transition to
turbulence may be triggered. Even though the schlieren technique may exploit, in some cir-
cumstances, a tomographic treatment of optical data to get local temperature or heat transfer
coefficient results for three-dimensional flows (Devia & Tanda, 2000), Eq. (2.2) assumes the
thermal field to be two-dimensional, i.e., independent of the Z-coordinate; otherwise, it is still
valid but the calculated heat transfer coefficient corresponds to the value averaged along the
plate spanwise length L, that is the plate dimension along the Z-coordinate. This means that
any three-dimensional feature of the flow emerging from the insertion of ribs can be observed
only in a corresponding two-dimensional (z-7) domain with the results at each point averaged
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over a line extending in 2. To partially overcome this issue, schlieren measurements were sup-
plemented by the detection of air temperature fluctuations in the boundary layer by using a
miniature thermocouple with an exposed junction, able to travel along the direction normal to
the plate surface and to be located at any arbitrary position along the vertical and spanwise co-
ordinates. A National Instrument acquisition unit (NI PXIe-1078 equipped with a NI TB-4353
module) was used to acquire the air temperature measurements at a frequency of 50 Hz.

Figure 2.5: Photos of (a) the miniature thermocouple placed at a wall-normal distance of 4 mm from the
heated surface, (b) the exposed junction of the thermocouple, and (¢) the acquisition unit.

2.1.4. Energy balance calculations

The experiments conducted with the shorter plate included estimation of values of the average
convective heat transfer coefficient over the roughened surface for the different rib configura-
tions examined, which required extensive energy balance calculations in order to evaluate the
portion of heat transferred from the ribbed “main” surfaces to the ambient air by convection
(Gconw,m), 1.6. by measuring the input electrical power to the plane heater (g.;) and subtracting
the summation of the radiant heat transfer rate from the ribbed surfaces (g,44,m) and the con-
vective and radiant heat transfer rates from the unribbed “side” surfaces formed by the plate
thickness (QConv,s + QTad,s)’ such that Geonv,m = (el — (QTad,m + qconv,s + QTad,s)' Calculation of
the radiant heat transfer rate from the ribbed surfaces (g,q4,m) Was, in particular, a complex un-
dertaking; this was tackled via an analytical scheme using a diffuse, gray-body network, which
includes interactions between the heated plate (i.e., each side of the wooden ribs and the inter-
rib aluminum surfaces) and the surrounding (i.e., the frontal unheated walls and the laboratory
environment). More details about energy balance calculations are provided in Paper B6.
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2.2. NUMERICAL ANALYSIS

The numerical work on buoyant and forced flow problems over textured walls/substrates com-
prises: (1) conventional fine-grained CFD simulations in which the typical geometric features
of the physical surfaces, and consequently the detailed velocity and temperature (if consid-
ered) fields near the walls, are fully resolved; (ii) homogenization-based simulations which ex-
ploit effective boundary conditions, free of empirical parameters, to macroscopically mimic
the phenomena, thus simplifying the numerical work by bypassing resolution of the fields
through/between/in close vicinity of the grains or roughness elements. While the latter treat-
ment is advantageous in terms of the mesh requirements and the numerical cost, and can be
sufficient when the macroscale behavior of the flow is the main point of interest, the classical
feature-resolving simulations provide an enhanced vision of the flow structure and patterns and
a better understanding of the heat transfer characteristics, and their reliable results are used to
validate the homogenization-based ones. All numerical simulations were run using Simcenter
STAR-CCM-+ finite-volume-based software. In this section, the outlines of the numerical anal-
ysis are explained, with focus on the effective boundary conditions derived and the definitions
and behaviors of the upscaled coefficients involved.

2.2.1. Conjugate natural convection along a vertical ribbed surface

The physical problem is described in Fig. 2.6(a). The buoyancy-driven flow along a vertical
surface of height H, periodically roughened with ribs of given geometry, distribution density,
and thermal conductivity, is considered. Although the procedure followed in the analysis is
quite general, focus in this work is on spanwise-elongated ribs (Z-invariant, two-dimensional) or
truncated rib segments (three-dimensional), both of square cross section e X e, in order to exploit
the experimental results (refer to the geometries in Fig. 2.1) for the purpose of validation. The
baseplate is assumed to be perfectly conducting and thus to remain isothermal at a temperature
T, higher than the ambient temperature (T). After heat is supplied to the baseplate (e.g., by
an electrical heater) for sufficient time, it is eventually balanced by the heat dissipated to air via
natural convection, hence a time-independent value of T,, is reached and we can adopt a steady
physical model to study the problem, provided that the flow regime remains laminar, which is
the case in the experiments on the shorter plate (H = 175 mm, Ra = O(107)) described in
Section 2.1.1. whose results were used to validate the model. Assuming moderate variations
in fluid density due to thermal gradient, one can apply the Boussinesq approximation with a
linear temperature-density relationship so that the momentum conservation equation is linearly
coupled with the energy equation, and the dimensional conservation equations in the fluid phase
can be expressed as follows:

ou;
T 0, (2.4)

O P —Py) 9% I
(L = — T-T, ; 2.
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Figure 2.6: Numerical analysis of conjugate natural convection along a vertical rib-roughened surface:
(a) sketch of the computational domain with a fully featured ribbed wall, indicating the microscopic
and the macroscopic subdomains and the fictitious matching interface; (b) an elementary cell of the
microscopic layer sketched in the dimensionless coordinates x; = Z;/¢; (¢) the computational domain
for the macroscale problem.

9T 0T
uja_j}j = Oéa—i‘?, (26)
where the velocity vector (u;), the temperature (T) and the pressure (]5) are the dependent vari-
ables of interest, to be evaluated over space ;, and f’oo, g, and ¢;; are, respectively, the pressure
in the stagnant region sufficiently far away from the wall, the magnitude of the gravitational
acceleration, and the Kronecker delta function. The air density (p), dynamic viscosity (u), ther-
mal conductivity (k,;,), and thermal diffusivity («) are evaluated at the film temperature, that is
Tﬁlm = (Tw + T ) /2, while the volumetric thermal expansion coefficient (/3) is evaluated at the
ambient temperature, as suggested by Raithby & Hollands (1985) and Tsuji & Nagano (1988).
It is noteworthy that in the experiments on the shorter plate the baseplate wall temperature and
the ambient temperature were, respectively, 338 and 293 K, so the criterion /3 (Tw — Too) is
around (.15, much smaller than 1; hence, the Boussinesq approximation adopted is assumed to
be valid (Harvig & Sgrensen, 2020).

Steady thermal conduction takes place through the roughness elements; the temperature
distribution in the ribs, 72(551), is governed by the Laplace’s equation

0*T

2
8xj

= 0. (2.7)

The temperature boundary conditions at the base-fluid interface (Zs), the base-rib interface
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(Zyy), and rib-fluid interface (Z, ) are

T:Tw at Ibf,

T=T, at T, (2.8)
n_ a4 ol _ ol

T=T, 5 =K at Iy,

. ib
with Kk = —

the rib-to-fluid thermal conductivity ratio and n the dimensional distance in the

direction normal to Z,s at any point. A No-slip velocity boundary condition is imposed at Z,
and Z;. In addition, uniform pressure boundary conditions are defined at the inlet (Z; = 0)
and the outlet (z; = H), satisfying an equilibrium with the hydrostatic pressure head, for the
flow to be driven purely by the buoyant force. At the far boundary (located at y = O(H)), the
T ow
Oty Oy
It is important to highlight that at the early stages of this project the problem was stud-
ied considering the case of perfectly conducting ribs (i.e. x — 00), for which the elements
are theoretical isothermal and the temperature at the rib-fluid interface (Z, ) is identical to the
baseplate wall temperature (T.,), in order to simplify the analysis by avoiding solution for the
temperature distribution in the ribs. This condition can be approached in practice, for instance,
with aluminum ribs (of high thermal conductivity) press-fit into the baseplate, as in (Bhavnani
& Bergles, 1990), or machined integral with the surface, as in (Tanda, 1997), to avoid contact
resistance. However, the analysis performed and the homogenization model constructed were
later upgraded (Paper B3) where a general value of the thermal conductivity coefficient was
set for the material of the ribs, which allows using the model to study natural convection over
surfaces roughened with ribs of finite conductivity (e.g. wooden ribs like in the experiments),
as well as perfectly-conductive or adiabatic ribs as the two limiting situations.

boundary conditions = 0 and 4y = 0 are smoothly attained.

The presence of well-separated length scales, i.e. the microscopic scale ¢ characterizing
periodicity of the roughness pattern and the macroscopic length scale H (the plate height), ren-
ders the problem amenable to upscaling via the multiscale homogenization approach; effective
boundary conditions of the velocity vector and the temperature can be derived at fictitious plane
interfaces, next to the physical rough boundary, to mimic the effects of small surface inhomo-
geneities on the macroscopic buoyant flow. As shown in Fig. 2.6(a), The whole flow domain is
first decomposed into macroscopic and microscopic sub-domains, and a virtual matching inter-
face at y = 9. is defined where continuity of the velocity vector, the temperature, the traction
vector, and the normal temperature gradient is applied. An asymptotic analysis is then con-
ducted on the microscopic problems, which are accordingly reconstructed at different orders of
the small parameters ¢ = ¢/ H. At each order, a generic solution of the problem considered is
assumed, in which auxiliary, newly introduced, purely microscopic variables appear; systems
of partial differential equations permit to numerically evaluate these variables (presented later)
and to define the upscaled coefficients which enter directly the effective boundary conditions at
the matching interface(s). In particular, it is convenient to eventually set ¢, to 0 and, hence,
to evaluate the macroscopic coefficients for a matching interface passing by the outer rims of
the ribs. The homogenized boundary conditions, valid up to second-order in terms of ¢, can be
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formally expressed in the following dimensional form:
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The classical Navier-slip condition for the streamwise and the spanwise velocity components
is modified at second order by the gradient of the normal stress and the time-derivative of
the shear stress. The streamwise slip velocity is additionally corrected by a buoyancy term at
first order and a temperature-gradient term at second order. The normal velocity at the virtual
surface appears only as a second-order transpiration condition. A Robin-like condition for the
temperature is found, where the wall temperature is corrected with a temperature-gradient term
representing thermal slip.

The dimensional groups of coefficients, i.e. the Navier-slip lengths in the streamwise and the
spanwise directions and the thermal-slip coefficient (respectively, )\z, . and \p), the interface
permeability coefficients (lefyf and ICZ/f ) and the velocity-flux sensitivity parameter (B) are
homogeneous to, respectively, a length, a surface area and a volume, and correspond to the
product of their dimensionless counterparts times, respectively, ¢, /2 and ¢3, that is

Ae =0y, Ao=0, A =0,
,@gf 52/@%, I@Ztyf — EQIC?yf (2.13)
B =B,

The dimensionless coefficients A, A, IC?J and ICityf are dependent merely on the geometric

characteristics of the roughness pattern, for example the rib height-to-pitch ratio (e/¢) for trans-
verse square ribs, while the dimensionless thermal-slip coefficient, )y, and the parameter B also
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depend on the rib-to-fluid thermal conductivity ratio, . In order to evaluate these coefficients,
closure problems were derived (Papers B1 and B3) and were solved over an elementary cell,
representative of the microscopic domain, with the dimensions normalized by the microscopic

length scale ¢; the dimensionless coordinates z;

= %;/¢ used to describe the closure fields are

shown in Fig. 2.6(b). The auxiliary systems of interest are summarized below:

o System I: a Stokes problem towards ),

&-ujl =0 in the fluid domain,
—0;pl +02ul, =0  in the fluid domain, o1
u;rl =0 at Ibf and Irf, .
—pidig + agu;rl + &ugl = 0;1 at ¥ = Yoo
o System II: a Stokes problem towards )\,
Aty =0 in the fluid domain,
—0;ph 4+ 02ul, =0  in the fluid domain, 015)
u;rS =0 at Ibf and Irf, .
—pgdig + 82@3 + @ugg = ;3 at ¥ = Yoo-
e System III: a Laplace problem towards )\,
(020 =0  in the fluid domain,
92¢ =0 in the ribs,
é =0 at Ibf,
- (2.16)
¢ =0 at Ibr:
ézgg, g—g:/{g—i at Z,y,
\82521 at Y = Yoo
» System IV: a Stokes problem towards IC;tyf
@um =0 in the fluid domain,
—0;P12 + 02110 = —0; in the fluid domain,
. D12 q Wil2 1 2.17)
Ui =0 at T,y and Zy,

—P12 02 + Oallize + O;liora =0

at ¥ = Yoo
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« System V: a Stokes problem towards K''/

O;ilizo = 0 in the fluid domain,

. 2 . _ . . .
‘— P32 -+ 8q U392 = —(51‘3 in the fluid dOIIlalIl, (218)
Uiz2 = 0 at Ibf and Irf,

— P32 0io + Oatlizy + Ojtliags = 0 at ¥ = Yoo-

e System VI: a Stokes problem towards BB

oiu;! =0 in the fluid domain,

—0ip + OPu;' = —06; in the fluid domain,
u; =0 at Zye and Zy¢,

—p'0ip + 0o’ + Qiu’ =0 at Y = Yoo,

(2.19)

2

0 ) e
5 and 07 = 92 These systems are subject to periodicity of the

dependent variables in the x and z directions. The closure problems must be solved for a
sufficiently large value of y., = 7,/¢ such that the microscopic fields are homogeneous in
and z near the matching interface. By rerunning the simulations for a set of suitable values
of Yy characterizing the matching plane (for example: y., = 8, 7, 6, 5, 4) and evaluating the
values of the closure variables at each matching plane, one can extrapolate the results to the
fictitious matching interface of particular interest at y,, = 0, at which the effective boundary
conditions are intended to be imposed. In particular, the macroscopic coefficients contributing
to the effective conditions read

with the operators 0; =

.
_ T _ T _ 9
)\I — ull 5 >\Z — u33 5 )\9 — 9 ;
Y=Yoo=0 Y=Yoo =0 Y=Yoo=0
i i
Ky = i L K =gy (2.20)
Y=Yoo=0 Y=Yoo=0
!
B = u}
\ Y=Yoo=0

It is worth mentioning that simpler and more accurate methods to evaluate the model coefficients
are introduced in Papers B1 and B3.
For transverse ribs of square cross section, as a representative examples, the trends of the

,Lt ,Lt . . . . 6 .
merely geometry-dependent parameters (), \,, K/ ICny ) with variations in - are displayed

in Fig. 2.7(left). As Ay explicitly depends on x, andyB is implicitly dependent on it, it is useful
to plot them against © for different values of k; cf. Fig. 2.7(right). The cases of adiabatic ribs
and isothermal ribs are chosen as the two limiting situations, while the finite value k ~ 4 is
chosen as a representative case, corresponding to airflow over wooden ribs. For AN 0, the
surface tends to be flat and isothermal; thus, the thermal-slip coefficient Ay — 0. In general,

) . ) e . )
the value of )y increases with the decrease of x at a given value of 7 with the maximum M\
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corresponding to the case of adiabatic ribs. This effect becomes more pronounced for relatively
large-sized ribs. For SN 1, the surface becomes flat again as the inter-rib spaces vanish and
the ribs become contiguous; the thermal-slip coefficient approaches zero for isothermal ribs and
oo for adiabatic ribs.
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Figure 2.7: Dependence of the macroscopic coefficients on the height-to-pitch ratio e/¢ of transverse
square ribs. The thermal-slip coefficient Ay and the velocity-flux sensitivity parameter 3 are also depen-
dent on the rib-to-fluid thermal conductivity ratio x, as shown in the right frame.

Once the model coefficients are estimated for a given wall geometry and rib thermal con-
ductivity, the effective boundary conditions can be implemented in the homogenization-based
simulations which are concerned with the macroscale behavior of the fluid flow beyond the fic-
titious interface; the macroscopic fields targeted at each point in the domain should be equal (if
accurately evaluated) to the running averages of the corresponding fully-featured ones resolved
in the fine-grained simulations. Taking the case of a wall roughened with truncated ribs of pitch
distances ¢, = ¢ and ¢, = 2d (refer to Fig. 2.1(b)) as an example, one can define the upscaled
fields at a point ® : (&4, ¥y, 24), located in the fluid domain beyond the roughness layer (i.e.,
Uy > 0), by averaging the corresponding fully featured fields over a rectangular £ — 2 region
whose dimensions are ¢, X ¢, and whose center is the point @, that is

1 Botl/2 pEstla)2

<T> T(&, 44, 2) d2 di, 2.21)

Tobore Uy XUy Jou 0,70 Jiy—t.)2

and likewise for the velocity and pressure.
2.2.2. Forced flow over a textured wall/porous substrate

The incompressible, isothermal flow in a channel of height 27 bounded from the bottom and
the top sides (subscripts b and ¢ respectively) by rough/permeable walls, i.e. at §, = 0 and
U = 0, is analyzed; cf. Fig. 2.8(a). The dimensional mass and momentum conservation
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(a) General description (b) Decomposed domain (c) Microscopic unit cells
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Figure 2.8: Analysis of forced flow in a channel delimited by porous/rough boundaries: (a) sketch
of the hierarchical flow problem, with indication of the microscopic/macroscopic length scales; ()
description of domain decomposition; (c) doubly periodic elementary cells of the top and bottom
microscopic domains, with their dimensions described in the dimensionless microscopic coordinates

T bty = Tip(e)/ Lo (t)-

equations governing the distribution of the velocity vector (whose components are denoted as
U, = U, us = v, ug = w) and the modified pressure p over space (-fh,b(t) = Tp(r), Topr) =
(), T30 = Zu(e)) are

Ot (aai R aai) op 0?1,
0, p =

9% 9 Yar,) T Tos, TMair

(2.22)

based on either of the two coordinate systems; p is the fluid density and p is the dynamic viscos-
ity. The channel flow is influenced by the presence of the micro-structured boundaries where
a complex, generally three-dimensional interaction takes place as the fluid passes near/within
the surface corrugations. Provided that the microscopic length scales ¢, and ¢, characterizing
the bottom and top surfaces/substrates, respectively, are sufficiently smaller than the macro-
scopic length scale (chosen here as H, half the channel height) such that the small parameters
vty = Uory/H < 1 are defined, the asymptotic homogenization theory is applicable to the
hierarchical problem under analysis, and effective boundary conditions of the velocity vector
at virtual plane interfaces next to the physical rough/porous boundaries, i.e at §, = ¥, and
Ut = Joo,t> can be derived and imposed to simulate the macroscale behavior of the channel flow
at a fraction of the cost of full feature-resolving simulations; refer to Fig. 2.8(b). As in Section
2.2.1.,, it is convenient to eventually set g ,¢) to 0 and, hence, to evaluate the macroscopic
coefficients for matching interface(s) passing by the tips/crests/outer rims of the ribs (or the first
row of inclusions). The homogenized boundary conditions, valid up to second-order in terms
of €(¢), can be expressed in the following dimensional form (refer to Paper F2 for derivation):
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evaluated at the boundary of interest (either 4, = 0 or 3, = 0).

An in-depth look at these effective boundary conditions reveals that their structures are, in
general, similar to those related to the case of a free flow along a rough surface, given in Section
2.2.1., except that (i) the two buoyancy-related terms in the expression for the slip velocity (2.9)
are now, necessarily, absent in Eq. (2.23), and (ii) an additional term appears in the expression
for the transpiration velocity (2.24) including the role of the medium permeability coefficient
leyy associated with porous boundaries; if the boundary of interest is corrugated, yet not porous,
the medium permeability vanishes while the interface permeabilities I@;J and l@;tzf do not.

~

Again, the Navier-slip lengths in the streamwise and the spanwise directions ()\%b(t), j\z,b(t))’
and the interface and intrinsic permeability coefficients (I@g b(t)? ’@Zb( " Iéyy,b(t)) are homo-
geneous to, respectively, a length and a surface area, and correspond to the product of their
dimensionless counterparts times, respectively, [,y and lg(t). The same closure problems de-
scribed by systems (2.14, 2.15, 2.17 and 2.18) should be solved over a microscopic elementary
cell (like those sketched in Fig. 2.8(c)) to evaluate the dimensionless counterparts A, y(), A p(1)s
lC;ty]i b(t) and lCityf b(t)? respectively. For the medium permeability component K,,, a triply peri-
odic unit cell of the porous region is considered, and the following closure system is solved over

it, with the free index j set to 2:
&ﬁw = O,
—0ipj + Oty = —0yj, (2.26)
Zjij =0 at Iﬁo,

subject to periodicity of ;; and p; in &, y and 2. Zg, refers to the physical interface between the
fluid phase () and the ribs/grains/solid walls (o). Additionally, since p; appears in the closure
problem in terms of its gradient only, we impose < p; ># = 0 (refer to the definition in Eq.
(1.20)) as a necessary constraint for the problem to be well-posed. The 19, field is then super-
ficially averaged over the volume of the unit cell to evaluate the coefficient K,,. Should the
medium permeability components /.., or K., be needed (although they do not contribute to the
effective boundary conditions), system 2.26 is to be solved for j equal to 1 or 3, respectively,
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Figure 2.9: Dependence of the Navier-slip and the interface permeability coefficients (respectively, Ay
and IC% ) on the porosity, 0, of different permeable substrates (top) and the height-to-pitch ratio, e//, of
different rough surfaces (bottom).

and the superficial averaging is to be applied considering, respectively, 1, or u33. Numerical
values of the macroscopic coefficients entering the effective boundary conditions at the virtual
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interface for selected wall micro-structures are plotted in Fig. 2.9, showing their behaviors with
variations in the porosity (¢) for the different permeable beds and in the rib size-to-pitch ra-
tio (e/() for the rough surfaces (the medium permeability values are not plotted here, but the
reader can find them in Paper F1). For the case of longitudinal (respectively transverse) solid
inclusions/ribs, values of the coefficients A, and ICityf can be inferred, although they are not ex-
plicitly available in the figure, since they are equal to A\, and ICityf of the transverse (respectively
longitudinal) case at the same value of 6 or e/¢. When the cylindrical inclusions are elongated
in the spanwise (z) or in the streamwise (x) direction. For isotropic patterns such as porous
substrates made of ordered spherical grains or walls roughened with ordered cubes, it is clear
that A, = A, and IC% = Inyf For the rough walls considered, the macroscopic coefficients of
interest exhibit non-monotonic relationships with the rib size-to-pitch ratio, where they all peak
within the range 0.1 < e/¢ < 0.3. This behavior is not unexpected, since the model coefficients
vanish for cubic or longitudinal/transverse square ribs as e¢// tends to 0 or 1, when the smooth
surface case is recovered.

* The near-wall advection modeling:

In the original structure of the homogenization model, inertial effects are absent from the prob-
lems at the two leading orders in €, and the microscopic systems of equations are Stokes-like.
Nevertheless, near-wall advection may contribute significantly to the problem at relatively large
values of ¢, limiting the validity range of the upscaling model adopted. It is, therefore, useful
to apply an adjustment to the basic upscaling approach to include the influence of near-wall
advection in a simplified way so that the effective boundary conditions (Egs. (2.23) to (2.25))
hold at considerably large values of ¢ and/or the Reynolds number. The auxiliary systems used
to evaluate the Navier-slip and the interface-permeability coefficients are to be reformulated to
properly model the sensitivity of the microscopic fields, and therefore the model coefficients, to
near-wall inertia, which essentially means that these parameters are dependent not only on the
geometric characteristics of the boundary but also on the flow conditions. In this project, the
general procedure outlined by Buda (2021) is followed, with some adjustment.

Accordingly, the convective acceleration terms in the momentum conservation equation
governing the microscopic problem were linearized, by defining a constant, spatially invariant,
dimensional velocity 44 ; = (44, 0, 0) representative of the velocity level near the physical wall
where the inertial effects may be significant as the fluid interacts with the protrusions/grains.
Hence, the microscale problem is now governed by the following conservation equations:

O _, . Ou__op 0%
= U f —_— = — — .
o, 0 " 9s T Ton 1o

(2.27)

The microscopic Reynolds number, defined as Re, = p g4 ¢/, is now assumed to be of O(1).
A homogenization procedure similar, in principle, to the classical one was then followed by
Buda (2021); the same effective boundary conditions (Egs. (2.23)—(2.25)) were eventually
attained, yet the closure problems based on which the macroscopic coefficients are calculated
differ from those aforementioned in this Chapter. For example, the systems governing the fields
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u;-rl and u13 (necessary to eventually evaluate A, and \,) now read, respectively:

8Zu2.1 — O,
ul, =0 at Z, '
i1l Bos
_p]i(;z? + (%ujl + @u;l = 51’1 at Y = Yoo
and
—d;pk + Puly = Rey, Dyuly, (2.29)

ul, =0 at Ty,
—pidiz + Opuly + Ojuly = b3 al Y = Yoo,

instead of systems (2.14) and (2.15). Attention is now drawn to the choice of the characteris-
tic velocity i, required for the definition of Rey which controls the auxiliary system. Buda
(2021) adopted the simple assumption %, = u, (with u, corresponding to a shear velocity) was
adopted, and thus Rey = eRe, (with Re, corresponding to a shear-velocity Reynolds number,
defined based on u, and the macroscopic length scale /7). This assumption is, however, revis-
ited in the present work; detailed description and validation on sample case studies are provided
in Paper F1. The coefficients calculated based on this approach are indicated in this work as the
“Oseen-based” coefficients, while those evaluated based on the original, advection-free system
(2.14) are termed as the “Stokes-based” coefficients. Clearly, the Oseen-based system reduces
to the Stokes-based one at Rey = 0 for any surface texture. However, they are also identical at
finite values of Rey for the special case of streamwise-elongated inclusions (for instance, walls
modified with riblets or porous beds formed by longitudinal cylinders) since all the closure
variables in the auxiliary systems become x;-invariant, and therefore the terms Re, 81u31 and
Reg 0yul.



SUMMARY OF PAPERS AND GENERAL CONCLUSIONS

In this chapter, the scope, objectives, and main findings of each of the journal articles pub-
lished/submitted (or still in progress) through the research project are summarized. General
conclusions of the work are presented at the end of the chapter.

Paper B1: AuMED, E.N., BOTTARO, A. & TANDA, G. 2022 A homogenization approach
for buoyancy-induced flows over micro-textured vertical surfaces. J. Fluid Mech. 941, AS3.

Scope

Steady natural-convection flow over an isothermal vertical wall,
periodically-roughened with spanwise-elongated ribs whose material is
perfectly conducting.

Objectives

Formulation, implementation and validation of upscaled effective
boundary conditions at a smooth fictitious surface (next to the fully-
featured physical one) to bypass the expensive numerical resolution of
flow and temperature fields near and within wall corrugations.

Tools

Multiscale homogenization theory.
CFD simulations.

Highlights

High-order expressions of the upscaled velocity and temperature bound-
ary conditions were formulated.

Closure problems, necessary to evaluate the macroscopic coefficients
contributing to the effective boundary conditions, were derived and
solved for sample surface microstructures.

The accuracy levels and the validity limit of the model were investigated
under laminar flow conditions.
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Paper B2: AuMED, E.N. 2023 Natural-convection heat transfer from regularly ribbed verti-
cal surfaces: Homogenization-based simulations towards a correlation for the Nusselt number.
Numer. Heat Transfer A Appl. 83 (9), 991-1013.
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Steady natural-convection heat transfer from periodically roughened
vertical plates, with different rib geometries and densities of the rough-
ness pattern.

Objectives

To quantify the enhancement/deterioration of the natural-convection
heat transfer rate when ribs are attached to the vertical heated surface.

To pursue a correlation between the Nusselt number and the parameters
controlling heat transfer from the ribbed surface.

Tools

Multiscale homogenization theory.
CFD simulations.
Response surface modeling/optimization.

Multiple-regression analysis.

Highlights

A database of results describing the deviation of the Nusselt number,
for different rib geometries and values of the Grashof number, relative
to the reference value of a smooth isothermal wall was created.

It was proved that the presence of ribs generally has a negative effect on
heat transfer from the surface.

The thermal-slip coefficient, as a single macroscopic control parame-
ter, proved to imitate the dependence of the Nusselt number on surface
micro-details under given pattern density and flow conditions.

A correlation coupling effects of the thermal-slip coefficient, the number
of ribs, and the Grashof number on the Nusselt number was cast.
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Paper B3: AHMED, E.N., BOTTARO, A. & TANDA, G. 2024 Conjugate natural convection
along regularly ribbed vertical surfaces: A homogenization-based study. Numer. Heat Transfer
A Appl. 85 (9), 1331-1355.
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rib-to-fluid thermal conductivity ratio

- Steady conjugate heat transfer problem combining natural convection
Scope over a regularly micro-textured vertical surface and the thermal conduc-
tion through the roughness elements.

- Derivation, implementation and validation of a more versatile version of
the effective boundary conditions (originally formulated in Paper 1) to
account for thermal conduction through the micro-scale ribs and, there-
fore, the role of the ribs’ thermal conductivity coefficient.

Objectives

- Multiscale homogenization theory.
Tools ) .
- CFD simulations.

- The temperature at the virtual boundary deviates from the uniform value
at the baseplate, where the thermal slip is described via a temperature-
gradient term with a coefficient that depends not only on the rib geome-
try but also on the rib-to-fluid thermal conductivity ratio.

- Several case studies were investigated for the case of spanwise-
elongated square ribs, varying the number of elements attached to the
surface and the thermal conductivity ratio, and the validity of the model

Highlights was confirmed.

- The lower the thermal conductivity of the ribs, the more the overall con-
vective heat transfer rate deteriorates.

- Simplifying the analysis of low-thermal-conductivity elements by con-
sidering them adiabatic may be critical, as the heat transfer performance
with wooden ribs (for instance) was found to be intermediate between
the cases of isothermal and adiabatic ones.
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Paper B4: Tanpa, G., AHMED, E.N. & BOTTARO, A. 2023 Natural convection heat trans-

fer from a ribbed vertical plate: Effect of rib size, pitch, and truncation. Exp. Therm. Fluid Sci.
145, 110898.

Continuous Ribs
Truncated Ribs

- Natural convection heat transfer from a vertical plate regularly ribbed
with continuous/truncated wooden elements of square cross section, un-
der conditions not far from the onset of the transitional regime and with
air as the convective fluid.

Scope

- Assessment of natural-convection heat transfer from a ribbed vertical
plate, varying the size and pitch of spanwise-elongated ribs and consid-
Objectives ering effects of rib truncation into staggered segments.

- Providing insight into the role of thermal-field disturbances close to tur-
bulent transition.

- Schlieren imaging: for visualization of the thermal boundary layer and

Tool acquisition of the Nusselt number distribution.
ools
- Miniature thermocouple: for quantification of air temperature fluctua-

tions in the boundary layer.

- The presence of continuous ribs negatively affects the heat transfer per-
formance within the range of variation of the parameters investigated.

- When continuous ribs are replaced by truncated ones, significant heat
transfer enhancements, relative to the smooth surface, were noticed, and

Highlights an optimal length of the rib segments was found.

- Truncated ribs of optimal length induce temperature fluctuations in the
boundary layer much larger than those detected for the other configura-
tions studied, a potential reason for their superior performance.
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Paper BS: Tanpa, G., AHMED, E.N. & BOTTARO, A. (Submitted 2023) Experimental
observations of the onset of unsteadiness for buoyant airflow along smooth and rough vertical
isothermal walls. Exp. Heat Transfer.

- Natural convection heat transfer from a vertical plate (smooth/ribbed)
Scope under conditions not far from the onset of the transitional regime, with
air as the convective fluid.

- Investigation of the thermal field in the buoyant airflow along an isother-
mal, smooth plate, with different enclosure configurations, at conditions
Objectives close to the end of the laminar regime.

- Analyzing the effect of the insertion of roughness elements (staggered
rows of wooden segments) onto the vertical plate.

- Schlieren imaging: Visualization of the thermal boundary layer and ac-
Tools quisition of the Nusselt number distribution.

- Miniature thermocouple: Quantification of air temperature fluctuations.

- Natural-convection heat transfer results for the smooth plate signifi-
cantly exceed laminar-flow-based theoretical predictions.

- Low-frequency flow instabilities in the boundary layer, sensitive to the
Highlights different configuration arrangements of the heated plate, were detected.

- Temperature fluctuations in the boundary layer were strongly amplified
when truncated ribs of optimal length were attached, and a consequent
increase in the heat transfer coefficient was detected.
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Paper B6: AHMED, E.N. & TANDA, G. 2024 An experimental and numerical study of
laminar natural convection along vertical rib-roughened surfaces. Intl J. Heat Mass Transfer.
223, 125227.
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- Natural convection heat transfer to air from a vertical plate regularly
Scope ribbed with continuous/truncated wooden elements of square cross sec-
tion, under conditions well within the laminar regime.

- To investigate, through a combined experimental-numerical framework,
whether the imposition of a stable flow would guarantee superior heat
transfer performance, relative to the smooth plate, for the geometries

Objectives which had been found beneficial for heat transfer coefficient enhance-

ment close to the transitional regime in Papers B4 and BS (e.g., trun-

cated rib elements with a proper length).

- Numerical model validation for the conjugate heat transfer problem.

- Schlieren imaging: for visualization of the thermal boundary layer and

acquisition of the Nusselt number distribution.

Tools . .
- Extensive energy balance calculations.

- Multiscale homogenization theory & CFD simulations.

- The continuous, ribs were generally found to degrade the local and over-
all convective heat transfer, with the deterioration becoming more pro-
nounced when the ribs are densely packed on the surface.

Highlights - Staggered truncated ribs failed to provide any local/overall enhancement
to convective heat transfer.

- The homogenization-based simulations led to heat transfer trends in line
with those obtained by full simulations and experiments.
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Paper F1: AuMED, E.N. & BOTTARO, A. 2024 Laminar flow in a channel bounded by
porous/rough walls: revisiting Beavers-Joseph-Saffman. Eur. J. Mech. B Fluids 103, 269-283.
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- Fully developed, incompressible, laminar Poiseuille and Couette-
Poiseuille flows in a channel delimited by rough and/or permeable walls.

Scope

- To revisit the Beavers-Joseph-Saffman condition for the slip velocity in
view of the recent advances in the application of the homogenization
theory, and to systematically pursue answers to critical questions re-

Objectives garding applicability of the effective boundary condition, especially (i)

when the microscopic and macroscopic length scales are comparable,

(i1) in the presence of near-wall backflow, and (iii) in the presence of

sizeable near-wall advective effects.

Tool Multiscale homogenization theory & Oseen’s approximation.
ools
CFD simulations.

Analytical solutions of the Navier-Stokes equations were found for
Poiseuille and combined Couette-Poiseuille flows in the channel, by
defining effective velocity boundary conditions at virtual interfaces next
to the physical walls.

The Stokes-based model used to identify the macroscopic coefficients in
Highlights the effective boundary conditions is found to be reliable up to eRe, ~
10, with € ratio of microscopic to macroscopic length scales and Re, the
shear-velocity Reynolds number.

Above this threshold, the coefficients must account for advective effects:
a new upscaling procedure, based on an Oseen’s approximation, was
proposed and validated, extending considerably beyond Stokes regime.
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Paper F2: AuMED, E.N., NAQVI, S.B., BUDA, L. & BOTTARO, A. 2022 A homogeniza-
tion approach for turbulent channel flows over porous substrates: Formulation and implemen-
tation of effective boundary conditions. Fluids 7 (5), 178.

Scope

Turbulent channel flows over transversely isotropic permeable beds of
different microstructures, either spanwise- or streamwise-elongated.

Objectives

To Formulate and implement effective boundary conditions for the three
velocity components at a virtual plane interface next to the porous bed.

To monitor the behavior of the skin-friction drag coefficient for differ-
ent porous boundaries and to interpret it by analyzing the turbulence
statistics.

Tools

Multiscale homogenization theory.

Direct Numerical Simulations (DNS).

Highlights

Permeable substrates with preferential slip in the streamwise direction
(e.g., beds consisting of longitudinal cylinders) are conditionally able to
reduce skin-friction drag.

Permeable substrates with preferential slip in the spanwise direction
(e.g., beds consisting of transverse cylinders) result in skin-friction drag
increase.

The analysis of the turbulence statistics provides a meaningful picture of
the levels of disturbances in the neighborhood of the permeable walls,
which can be used to interpret the behaviors of the skin-friction drag
coefficient.
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Paper F3: AHMED, E.N. & BOTTARO, A. (Draft, 2024) Exploring the nexus among rough-
ness function, apparent slip velocity and upscaling coefficients for turbulent flows over
porous/textured walls. To Be Submitted To J. Fluid Mech.
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The hydrodynamic interaction between a porous/rough boundary and a
fluid, under turbulent flow conditions, with focus on the sensitivity of
the roughness function, AU, to the upscaled coefficients for the wall.

Objectives

To demonstrate that imposing effective velocity boundary conditions at
a virtual plane boundary, next to the physical perturbed one, can effi-
ciently simplify the direct numerical simulations (DNSs).

To pursue correlations to estimate AU a priori, once the upscaled co-
efficients of the homogenization model (i.e., the Navier-slip coefficients
and the interface/intrinsic permeabilities) are evaluated.

Tools

Multiscale homogenization theory & Oseen’s approximation.
Direct Numerical Simulations.

Regression analysis

Highlights

Drag reduction is attainable exclusively over streamwise-aligned grains
for /1 values (pitch distance in wall units) up to 20-30.

The drag increase over spanwise-aligned inclusions (or streamwise-
aligned ones at excessive ¢1) is accompanied by enhanced turbulence
levels, including intensified sweep and ejection events.

The r.m.s. fluctuations of the transpiration velocity at the virtual plane,
Vims» 1 a key control parameter of AU ™.

Vims 18 strongly correlated to a single macroscopic quantity, ¥, which
comprises the upscaling coefficients of the model.

Fitting relationships for AU™ are proposed, and their applicability is
confirmed against reference results.
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Paper F4: AuMED, E.N. & BOTTARO, A. 2023 Flow through porous metamaterials formed
by TPMS-based unit cells: Effects of advection. Eur. J. Mech. B Fluids 100, 202-207.
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- Seepage in different triply-periodic-minimal-surface (TPMS)-based

Scope porous media beyond the linear, Stokes flow regime.

- Employing upscaling to study the flow in TPMS-based porous struc-
Objectives tures, with focus on the effects of advection.

- Investigation of the permeability of sample TPMS-based metamaterials.

Tool - Volume-averaging-based upscaling method.
ools
- CFD simulations.

- Effective (rather than intrinsic) permeability in Darcy’s law stems from
upscaling when advection is included in the model.

- Effective permeability is strongly dependent on both the porosity and
the Reynolds number; this was explored for six types of TPMS-based
structures, namely Gyroid, I-WP, Schwarz P, Split P, Fischer-Koch S,
and Neovius.

Highlights

- Advection can significantly reduce permeability, particularly at large
porosity.
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» GGeneral conclusions

Experimental surveys and numerical simulations were carried out to investigate the complex
thermal/hydrodynamic interaction between a textured boundary and a fluid in different buoyancy-
induced and forced flow problems.

One of the main contributions of the project is the implementation of the multiscale homog-
enization theory to derive effective boundary conditions of the velocity vector and the temper-
ature at a fictitious plane interface next to a ribbed vertical wall exposed to natural-convection
heat transfer. Expressions of the boundary conditions were provided up to second-order ac-
curacy in a small parameter ¢, ratio between the rib pitch and the plate height. Accordingly,
the classical Navier-slip condition for the streamwise velocity component was modified at first
order by a buoyancy term and at second order by the gradient of the normal stress besides a
temperature-gradient term. A Robin-like condition for the temperature was found, where the
wall temperature is corrected with a temperature-gradient term representing thermal slip; the
thermal-slip coefficient, Ay, depends on both the geometric properties of the protrusions and
the rib-to-fluid thermal conductivity ratio, x. The effective boundary conditions were tested,
mainly, on the case of natural convection of air along a heated vertical surface roughened with
transverse square ribs, varying the small parameter e, the rib pitch-to-height ratio, the Rayleigh
number Ra, and <. Upon validation against reference feature-resolving simulations, the accu-
racy levels and the applicability range of the homogenization-based treatment were estimated
and it was proven to be an efficient tool to mimic the macroscopic flow behavior at a fraction
of the numerical complexity/cost of the fine-grained numerical analysis. Further, conjugate
natural convection (at Ra = 2 x 107) along a vertical surface ribbed with wooden elements, ei-
ther spanwise-elongated or truncated into staggered segments, was experimentally investigated
via the schlieren optical method and extensive energy balance calculations, and the obtained
trends/values of the local and the surface-averaged Nusselt numbers were employed to validate
the numerical simulations (full’/homogenized). For the considered range of the rib pitch-to-
height ratio (from 3.5 to 20), the presence of transverse continuous ribs resulted, generally,
in a convective heat transfer degradation, from both local and overall average perspectives, and
even the staggered truncated elements failed to provide any local/overall enhancement. Another
experimental survey was carried out considering similar rib configurations at larger Rayleigh
numbers (3.4 x 10® — 4.6 x 10%), close to the upper threshold of the laminar flow range in the
case of a smooth surface; intriguingly, staggered arrangements resulted in significant heat trans-
fer enhancements, relative to the smooth surface, throughout the majority (or the totality) of the
inter-rib regions, which is likely related to either the more efficient redistribution of buoyant
airflow within the laminar flow regime or to a premature transition to turbulence induced by rib
truncation, as large-amplitude air temperature fluctuations suggest.

The forced flow in a channel delimited by porous/rough boundaries was studied, with fo-
cus on assessing/promoting the validity of the effective velocity boundary conditions for lam-
inar (within and beyond the Stokes regime) and turbulent flows. The homogenization-based
boundary condition used for the longitudinal velocity represents a more versatile version of the
Beavers-Joseph-Saffman condition; it applies not only to permeable but also to rough surfaces,
and it is free of any empirical parameters. The classical Stokes-based model used to identify
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slip and interface permeability coefficients in the effective boundary conditions is found to be
reliable and accurate up to eRe, ~ 10, with € here ratio of the textured pattern pitch distance
to half the channel height and Re, the shear-velocity Reynolds number. Above this threshold,
the coefficients must account for advective effects: a new upscaling procedure, based on an Os-
een’s approximation, is thus proposed and validated, extending considerably beyond the Stokes
regime. A more advanced analysis was conducted by employing effective boundary conditions
of the three velocity components to study turbulent channel flows with different porous sub-
strates. The results, examined in terms of the mean velocity field and the turbulence statistics,
showed that permeable substrates with streamwise-preferential slip, e.g., those designed with
longitudinal cylinders, are able to reduce skin-friction drag, for /* values (i.e., grains’ pitch in
wall units) up to 20-30. The drag increase over spanwise-aligned inclusions (or streamwise-
aligned ones at excessive ¢*) is accompanied by enhanced turbulence levels, including inten-
sified sweep and ejection events. The r.m.s. fluctuations of the transpiration velocity at the
porous/free-fluid interface, ffrms, is a key control parameter of the roughness function , AU,
and analysis shows that Vims 18 strongly correlated to a single macroscopic quantity, W, which
comprises the Navier-slip and interface/intrinsic permeability coefficients. Fitting relationships
for AU™ are proposed, and their applicability is confirmed against reference results considering
turbulence over impermeable walls roughened with three-dimensional protrusions or different
geometries of riblets.

Finally, an upscaling approach was employed to study the flow through TPMS-based porous
media, with conditions departing from Stokes behavior. Dependence of the average velocity
on the macroscopic pressure gradient was properly described by a Darcy-like equation, with
an “effective” permeability, H, strong function of the Reynolds number of the flow through
the pores, Re. A closure problem was solved through a representative elementary volume of
the medium to evaluate H for six types of TPMS-based media, varying the porosity (#) and
Re. Inertial effects were found to be significant; for instance, the permeability is reduced by
15 — 50% (according to the surface type) as Re increases from 0 to 50000, when 6 = 0.98.
A porous material formed by Gyroid cells is the most permeable at low porosities (6 < 0.7),
almost independently of Re, for all tested structures. Above ¢ = (.7, the largest permeability is
displayed by a Schwarz P-based metamaterial.
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A homogenization approach for buoyancy-induced
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Asymptotic homogenization is employed to formulate upscaled effective boundary con-
ditions at a smooth virtual surface for a natural-convection flow over a periodically-
roughened vertical wall, to bypass the expensive numerical resolution of flow and tem-
perature fields near and within wall corrugations. Microscale problems are found by
expanding near-wall variables in terms of a small parameter €, ratio between the micro-
scopic and the macroscopic length scales. The expressions of the upscaled velocity and
temperature boundary conditions are provided up to second-order accuracy in €. The
case of transverse square ribs is considered as a representative example. The classical
Navier-slip condition for the streamwise and the spanwise velocity components is modi-
fied at second order by the gradient of the normal stress and the time-derivative of the
shear stress. The streamwise slip velocity is additionally corrected by a buoyancy term
at first order and a temperature-gradient term at second order. The normal velocity at
the virtual surface appears only as a second-order transpiration condition. A Robin-like
condition for the temperature is found, where the wall temperature is corrected with a
temperature-gradient term representing thermal slip. The accuracy levels and the ap-
plicability range of the effective conditions to mimic the macroscopic flow behaviour
are investigated under laminar flow conditions, in comparison to results of full feature-
resolving simulations. A formal validity limit for the approximation is sought in terms
of a single accuracy criterion (C') which combines the effects of the Grashof number and
ribs’ density. The introduced model is further tested on different rib geometries.

1 INTRODUCTION AND LITERATURE REVIEW

Natural convection over ribbed /finned surfaces is widely encountered in engineering appli-
cations, such as cooling of electronics and telecommunication devices, air solar collectors,

!Supplementary Material related to this manuscript is provided after the References.

2The Version of Record of this manuscript, together with the Supplementary Mate-
rial, has been published and is available in: Journal of Fluid Mechanics 941 (2022) A53.
https://doi.org/10.1017/jfm.2022.320
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Figure 1: Schematic drawings of some surface alterations examined in the literature. The
indicated geometries are (from top left to bottom right): sinusoidal waves (Bhavnani & Bergles,
1991), complex waves (Yao, 2006), convex-concave semi-circles (Kishinami et al., 1990), zigzag
shaping (Heervig & Serensen, 2020), steps (Bhavnani & Bergles, 1990); transverse square ribs
(Tanda, 1997), transverse trapezoidal ribs (Cavazzuti & Corticelli, 2008), rippled vertical fins
(El Ghandouri et al., 2020), staggered arrangement of interrupted fins (Guglielmini et al., 1987),
in-line arrangement of interrupted fins (Ahmadi et al., 2014).

and gas-cooled nuclear reactors. Compared with forced convection, a system that depends
on the natural-convection heat transfer regime has lower initial and running costs, less
noise and vibrations, higher reliability, almost maintenance-free operations, and better
ability for use in hostile environments under dust, moist air, etc. On the other hand, the
main problem facing designers is the low heat transfer coefficient of these systems. Due
to the ever-growing trend of miniaturization of electronic components and the increase in
power supply, higher heat generation rates per unit volume are encountered (Joshi et al.,
1989). This trend has stimulated many investigations to enhance natural-convection
cooling systems so that they can be effective at handling operation requirements. One
intuitively appealing solution to enhance the heat transfer performance of these systems
is to apply some sort of alteration or disturbance on the heated surface(s) in analogy
to the well-established concept of heat transfer promotion by adding ribs/fins to sur-
faces exposed to forced convection (Bunker & Donnellan, 2003; Chyu et al., 2007; Han
et al., 2012). However, studies on the effectiveness of adding surface alterations (ribs,
interrupted fins, dimples, etc.) to vertical plates exposed to natural convection have
not led yet to convincing guidelines, with some researchers reporting an improvement of
up to 200% compared to the performance of plane vertical plates, and others who have
found them useless or even of negative influence to the local and averaged heat transfer
parameters (Bhavnani & Bergles, 1990).
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The need to better understand the interaction between the surface microstructure
and the buoyancy-driven flow has motivated many experimental and numerical investi-
gations to assess the usefulness and the feasibility of adding different types of protrusions
to the heated surfaces in terms of their effects on the flow regime, the heat transfer
characteristics, and the mass of the cooling modules. Examples of some surface alter-
ations/extensions, considered in previous investigations, are displayed in Fig. 1, includ-
ing periodic (wavy, rounded, zigzag) corrugations (Kishinami et al., 1990; Bhavnani &
Bergles, 1991; Yao, 2006; Heervig & Sgrensen, 2020), steps (Bhavnani & Bergles, 1990),
two-dimensional ribs (Tanda, 1997; Cavazzuti & Corticelli, 2008), and different arrange-
ments of fins (Guglielmini et al., 1987; Ahmadi et al., 2014; El Ghandouri et al., 2020).
Various experimental techniques have been adopted for mapping the thermal field to
assess the detailed heat transfer performance. Two-dimensional and three-dimensional
feature-resolving numerical simulations have also demonstrated to be powerful tools for
the acquisition of large amounts of data on thermal fields and flow regimes, particularly
for complex configurations (Yao, 2006; Cavazzuti & Corticelli, 2008; Ahmadi et al., 2014;
Heervig & Sgrensen, 2020).

Numerical work on flows over surfaces with complicated small-scale details includ-
ing irregularities, roughness, porosity, etc. has been a challenge due to the high com-
putational resources required to numerically discretize flow and temperature fields in
the vicinity of the surface microstructures. In the present work, the multiscale ho-
mogenization approach is proposed to simplify the modelling of buoyancy-driven flows
over periodically-roughened vertical surfaces, while maintaining an acceptable level of
accuracy. Asymptotic homogenization is an approach which targets the study of the
macroscale behaviour of a medium which contains microscopic details, by replacing the
rapidly varying properties related to the heterogeneity of the medium by equivalent ho-
mogeneous macroscopic properties (Babuska, 1976). This technique can play a pivotal
role when handling differential equations that govern physical problems with microscale
fluctuations (Engquist & Souganidis, 2008) which are characterized by some sort of peri-
odicity or pseudo-periodicity. These problems can be computationally simplified by first
solving ad hoc auxiliary systems of equations in a microscopic domain to evaluate the
necessary upscaled conditions by means of averaging. The approach relies on the asymp-
totic expansion of the dependent variables in terms of a wisely-chosen small parameter
whose existence is related to the presence of well-separated scales, for instance a micro-
scopic length scale (¢) and a macroscopic length scale (L >> /), so that the parameter
€= % << 1 can be defined, and the solution of the problem can be sought up to different
orders of accuracy in terms of e.

Flow over micro-textured surfaces represents a typical homogenization problem.
Jiménez Bolanos & Vernescu (2017) have derived the Navier-slip effective condition for
the Stokes flow over a rough surface via homogenization theory as a first-order corrector
term to the no-slip condition of a smooth surface. Zampogna et al. (2019a) have pursued
a generalization of the classical first-order Navier-slip condition (Navier, 1823) over a
rough surface by means of a third-order Navier-slip tensor. The homogenized model was
pushed to second-order by Lacis et al. (2020) with the introduction of a transpiration
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velocity, the normal velocity component at the fictitious interface, thus enhancing model
predictions for a turbulent boundary layer over a rough surface. A further improvement
has been added by Bottaro & Naqvi (2020) who sought a solution up to third-order
accuracy. The range of applications subtended by homogenization theory is being con-
tinuously widened and enhancements to the basic formulation are ongoing. Zampogna
et al. (2019b) have extended the theory to the study of the turbulent flow over compliant
riblets, seeking reduction of the skin friction drag. Adjoint homogenization has been
introduced by Bottaro (2019) as a method to take into account non-linear effects within
the microscopic region.

The work presented in this paper is a novel implementation of the multiscale homoge-
nization technique to study natural convection heat transfer over rough surfaces. The only
previous contribution in this aspect was the work by Introini et al. (2011) who applied the
volume-averaging upscaling method to the study of the steady laminar buoyancy-driven
flow over rough surfaces. However, their model suffered from some deficiencies that limit
its applicability range. A critical assumption adopted by Introini and collaborators was
the neglect of buoyancy effects within the microscopic region, so that momentum and
energy conservation equations are decoupled. This assumption, despite being mathemat-
ically advantageous, limits the model applicability to cases in which the Rayleigh number
characterizing the microscopic problem (based on the microscopic length scale and the
temperature difference across the microscopic region) is sufficiently small. To satisfy this
condition, the bulk Rayleigh number must be lower than some threshold value, and the
roughness elements must be confined within the thermal boundary layer. In practical sit-
uations, high values of the Rayleigh number are often encountered. Moreover, the model
developed by Introini et al. (2011) is only accurate to first-order in e.

In this paper, asymptotic homogenization is used to formulate expressions for the
macroscopic velocity and temperature effective conditions at a virtual interface separat-
ing the microscopic and the macroscopic sub-domains. Unlike Introini et al. (2011), the
Boussinesq approximation is employed for the buoyancy term in the microscopic momen-
tum equation to be linearly coupled with the energy equation . The dependent parameters
are expanded asymptotically in powers of the small parameter ¢ = 2 at;’;;?ﬁi:;gjc(% © The
effective conditions for velocity and temperature are all sought up to second-order accu-
racy. In the next section, the governing equations and the boundary conditions of the
problem are outlined, and domain decomposition is explained. In Section 3, the micro-
scopic region is considered where the asymptotic expansion of the dependent variables
is defined, and the problem is reconstructed at different orders of e. For each order,
generic forms of the solutions are assumed and auziliary differential systems are formu-
lated. Then, the case of transverse square ribs is discussed in Section 4. The parameters
of interest are determined via numerical solution of the auxiliary systems, and the effect
of the matching surface location is considered. In Section 5, a parametric study seeking
the effect of varying the rib size to the pitch distance ratio on the different coefficients is
presented. In Section 6, the macroscale problem is considered by imposing the upscaled
boundary conditions at a virtual vertical interface passing through the outer rims of the
ribs; full feature-resolving simulations are also conducted to validate the predictions of
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the model. In Section 7, the accuracy deterioration of the homogenized model is mon-
itored with the increase of ¢ and/or the Grashof number, and the limit of validity of
the approach is ascertained. Furthermore, the accuracy of the method is confirmed for
different shapes of the roughness elements. In the concluding section, the main findings
of the study are highlighted.

2 GOVERNING EQUATIONS AND DOMAIN DECOMPO-
SITION

2.1 The dimensional equations

As a major assumption, the changes in the density of the fluid are considered to only
affect the buoyancy term in the momentum conservation equation. Under the Boussinesq
approximation, the conservation equations in terms of the dimensional variables, space
coordinates Z;, time t pressure P velocity u;, and temperature T are expressed as
follows:

ot

0z,

. (0 . Ouy\ 0(P—P) 0%, -
P (5‘1‘%8—%) = +M8 2 — PooB(T = Tos) gs, (1-b)

=0, (1-a)

or 9T T .
E—i—u]a—%—aa—ﬁ?, (1-c)
with P, P, and T, the density, pressure and temperature in the stagnant flow region,
sufficiently far away from the vertical wall. The parameters assumed constant in the
equations above are the volumetric thermal expansion coefficient, 3, the dynamic viscos-
ity, 1 = poov, with v the kinematic viscosity, and the thermal diffusivity, a. With the
axes as in Fig. 2, the volume force per unit mass has components g; = —gd;; with g
the acceleration of gravity and d;; the Kronecker index. The parameter controlling the
thermal convection flow is the Rayleigh number Ra, defined as
Ra = gﬁ<Tw - TOO>L3’

av

where the temperature of the wall, Tw, is maintained constant, and the plate height,
L, is the macroscopic length scale of the problem. We also define the Grashof number,
Gr = Ra/Pr, with Pr = v/« the Prandtl number, a property of the fluid. Given the
presence of two characteristic length scales, a macroscopic and a microscopic one, the
latter related to the periodicity [ of the microstructures present on the vertical surface,
two problems will be set up. These two problems will be coupled at some distance from
the wall, a distance that is asymptotically large when seen from the microscopic point of
view and asymptotically small when seen from the macroscopic viewpoint.
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Figure 2: Sketch of a general vertical rough surface, periodically micro-patterned, with nota-
tions and indication of microscopic and macroscopic domains.

2.2 The macroscale problem

To set the proper scales of the macroscopic problem we consider the fact that the motion
of the fluid is generated by the buoyancy force; if I is the characteristic velocity of the
fluid, we can write

We thus define the velocity scale U = \/ B(T, — Tw)gL = Gr'/ 2% and normalize the
velocity vector as:

~

Y
U, = —.
U
The other dimensionless variables are defined as follows:
i tu P— P, T—Ty
Xi:_7 t=—, P=— ) 0== &
L L Pocld? T, — T
for the balance equations to become:
oU;
= 07 (2—&)

0X;
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U, ,OU. _ 0P 1
ot X, T x| Jar ox2

00 0*©
PrvG < U, Ix, ) ey ek (2-c)
j

These equations depend on only the macroscopic independent variables, ¢ and X;, and

must be solved subject to matching conditions at Xy — 0, together with © = U; = 0 and
oU,

X,

+ ©0;1, (2-b)

=0 for Xy — 0.

2.3 The microscale problem

The near-wall problem differs from the previous one in that the microscopic velocity scale
is taken to be eUd, with ¢ = ¢/L << 1. Also, the pressure scale for the near-wall flow
is the viscous pressure, i.e. p(el)/l. Dimensionless variables in the microscopic domain
are introduced as follows:

Lo W iU _(P-Po)L Q_T T
l_GZ/{’ Z_la _La p= ,U/u ) _T T
The microscopic dimensionless equations are:

8’[%

oz, 0, (3-a)
ou; ou; Ip 9*u
i— | =— 001, -b
ERg(at—i‘ujaxj) p +82+RG 1 (3-b)
00 00 020
P -

€R¢g Pr (815 + u; 8%) (995?’ (3-c)

with the reduced Grashof number R, defined by Rg = € v Gr, assumed of order one.
The microscale problem is bounded by the microstructured wall on one side; therefore,
the following condition is imposed at this location.

u; =0, =1 for x9 =y,, (3-d)

with y, = Y (21, 23) the micro-patterned wall. A representative volume element must be
chosen, of unit length along x; and x5 (cf. Fig. 2), and periodic conditions are enforced
for all dependent variables along these directions. On account of the scalings adopted for
inner (i.e., near-wall) and outer problems, the conditions for xs — oo are:

ou; O
—pdia + <3::2 + 31:;2) = Sio, (3-e)
00

8_1‘22677;
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these amount to matching the components of the traction vector and of the heat flux
between the two regions. For ease of notation in the equations above we have introduced
the following definitions for the macroscopic dimensionless stresses in the streamwise,
normal, and spanwise directions (respectively Sio, Sag, S32) as well as the macroscopic
dimensionless normal temperature gradient (n):

ou;  oU.
o= (12 , ¢ 2
Sz2 GT’ P(512+ (8)(2 + (9XZ) )
C)
T ox,

Notice that both S;» and 1 depend on only macroscopic variables; they represent the
forcing of the outer flow on the near-wall state.

We still need to specify the asymptotic matching conditions which will eventually
result in effective boundary conditions for the macroscopic problem, to be applied some
distance from the microstructured wall. They are:

lim U; = lim ew;, (4-a)
XQ*)O To—00

lim © = lim #. (4-b)
XQ—)O To—00

3 ASYMPTOTIC ANALYSIS OF THE MICROSCALE PROB-
LEM

3.1 Expansion of the inner variables

Asymptotic expansions in terms of the small parameter e are introduced, and like-order
terms are collected, leading to a hierarchy of problems. We impose:

U; = uEO) + eugl) + € uz(?) + ..

and likewise for p and . Furthermore, using the chain rule, we replace in the microscopic

b, 0 +
€ .
Egs. (3-a to 3-f) governing the microscale problem.

equations the term The asymptotic expressions are plugged into

3.2 Reconstruction of the problem at different orders

The problems at the asymptotic orders of interest are given below.
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3.2.1  O(e") problem

au§°>
op©® 920
— L4 R0V =0 5-b
a[Ei + 8$§ + G 1 ) ( )
5260
i 5-
with boundary conditions
u,@ =0, 09 =1 at zo=yu, (5-d)
oul”  oul 56
—p©® 5. i 2 =3 =0 f : -
p i2 T ( (91'2 + 81’1 12 81'2 or Tz — 0 ( e)

A solution of this problem can be sought by separation of variables, on account of the
linearity of the system, for the solution to take the form:

ul” = S + ulRa,  p© = pSke + pIRe + R,

with ;, ul, P, and p' tensors which depend on microscopic variables only, and P,
an integration constant function only of X;. After plugging the ansatz for the order
zero solution into the balance equations, it becomes clear that uniqueness conditions are
needed for pj, and p', which appear in the system only through their gradients. We enforce
the vanishing of the integrals of p, and p' over a cubic cell of unit side length positioned
sufficiently far from the wall (nominally for z; — 00); this leads to the vanishing of Fj.
It is also clear that we cannot stop the solution at this order, since the leading order
temperature solution is simply () = 1, i.e. the effect of the microstructure appears in
the temperature at the next e-order.

The dynamic problem at O(€") yields the same equations for i, and Py, already given
for the isothermal case by Bottaro & Naqvi (2020), so that we can anticipate that the
first correction to the no-slip condition for the velocity will be a Navier-slip term. Such
a leading-order problem reads:

O,
P 0, (6-a)
Pk~ Oy,
_ Z R -b
with
U =0 at Ty = Yy, (6-¢)

y Oty  Ou
— B O + (8x§ 4 a;f) =0, at x9 — 00. (6-d)
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The t variables, which describe the effect of buoyancy on velocity and pressure fields,
satisfy the steady system:

ou
- =0 -
o, (7-a)
apt 0%l
e oz = —0i1, (7-b)
with
ul =0 at 5=y, (7-c)
oul  Oul
_pt s i 2| = _
p512+<8x2+8xi> 0 at mxp — oo. (7-d)

As it will be shown later on, the problems can be further simplified when z3-elongated
wall ribs are examined, as in the case of riblets (Bechert & Bartenwerfer, 1989; Luchini
et al., 1991).

3.2.2  O(e') problem

The equations at order € are forced by the order one state, i.e.

oulV ou'?

8ZEZ' - 6XZ ’ (8_a)
opH 9%V op©) 9?ul” ou'” ou'”
_ i o0 5, — _9 i bttt BT O e b
or, T oar TR0 = o e, TR \ o T, ) B
929 0200 060 (0)00©) .
g7~ omox, O T( ar T axj>’ (8-<)
with boundary conditions
ugl) =00 =0 at xy =y, (8-d)
oul oulV ou”  oul
_p(W . i 2 | = i 2 t -
P 042 + ( 015 + oz, X, + e at 1y — 00, (8-€)
06 00
—n— ¢ . f
o n e at x9 — 00 (8-1)

We must now substitute the results for ugo), @ and 0O into Egs. (8-a to 8-f). As a first
step, a solution for A1) is to be sought from the energy equation and the corresponding
boundary conditions. Specifically, these equations read:

926
oz =0 (9-a)

)
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0 =0 at 5 =y,

o6
8132

Owing to linearity, the solution can be written as:

n(Xi)

=n at x9 — 0.

The new microscopic field 6 solves the system:

=0 at To = Y,
o
81‘2

The equations governing the behaviour of ugl)

=1 at a3 — 00.

oulM OSka

ox;  MoX,

v

opM 82u2( ) T@uj 5 | auT 18Uzk
. Ou OS2 0Sia O, OSka
+Ra [Uj ax]] Sk2Se2 + Ra i —— BT 2 R0 +pr e —26% X,

with boundary conditions

u, 0 =0 at zo = Yy,
8u§1) + augl) = —?111@% - UQk%
0xs 0x; 0X5 0xX,’
pM 42 3;:) = —Qﬂzkgi;ja
a;i) aaui) = —“3kgi)§22 — ﬁgk(;i;j at o — o0.

Again, a generic form of the solution can sought, i.e.

. OS2 ) )
uz(»l) = Ujjp, [aX } + it [Ra(Sk2)?] + tis2 [ReS1252] + fisns [RaS12552]
a8,
s RS+ (R + T [R5l + o [R] + f [Re5).

and p) can be recast as follows:

(11-a)

(11-b)

(11-c)

(12-a)

(12-b)

(12-¢)

(12-d)

(13-a)
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. |08 . . .
p = Djk [8—;2] + Pk [RG(Sk2)2] + P12 [RaS12522] + P13 [RaS1253]
j
. , _ 08,
+ Pz [RGS22532] + p' [Ran) + Py [R%}Skﬂ} +pt [R?é] + pj, {RGWM} . (13-b)

Twenty-three decoupled systems of equations arise from substituting the preceding forms
into Egs. (12-a to 12-d). They are given in Appendix A.

3.2.3 Tuaking the temperature condition to higher order

Given that the macroscopic velocity at the matching surface is now available up to order
€% (cf. Eq. (4-a)), it is advisable to do the same with the temperature. Employing the
values of the dependent variables at the earlier orders, the microscopic energy equation
at O(e?) now reads:

926 -9 o0 00 0 dn
—— =P 0 — +ujr=—nS [t —2— —. 14-
axf TRG 8t + u]kal’jn k2 + uj l’jnRG an (9X] ( a)
The boundary conditions are:
6@ =0
6 =0 at T = Yy, Fr _93)22 at x9 — 00. (14-b)
The following general form for the solution of ) may be assumed:
0 0
0@ = gt | L1 4 07 [PrRG Sk + 6 [PrRgn] +6" | Pr R (15)
00Xy ot

Eight decoupled systems of equations stem from substituting the latter form into Egs.
(14-a and 14-b); they are provided in Appendix B.

4 THE CASE OF TRANSVERSE SQUARE RIBS

As an example of the implementation of the theory, the case of transverse square ribs is
considered so that the auxiliary systems can be significantly simplified. In particular, be-
cause of invariance along x3, all auxiliary problems simplify considerably (with derivatives
0/0x3 set to zero), and only two-dimensional Stokes-like (or Laplace-like, or Poisson-like)
problems remain to be solved in the (x1,x9) plane, subject to periodic conditions along
x1. A sketch of the microscopic representative volume element is provided in Fig. 3.

Some of the microscopic problems admit trivial solutions. For instance, it is easy to find
I

that in the elementary cell it is @19 = gy = Uz = Ugg = U3y = U3y = us = 0, plus
py = —1 and p3 = 0. The systems which do not have a simple solution have been solved

numerically by using the STAR-CCM+ multi-physics software (version 15.06.007-R8),
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Figure 3: Sketch of a unit cell in the microscopic domain, indicating coordinates and geometric
parameters.
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Figure 4: Behaviour of the parameters of interest along a line in the zo-direction which goes
through the middle of the rib (x; = 0 with reference to Fig. 3). The displayed numerical results
are for the case e/ = 0.25 and Yoo = 5.

by successfully refining the grid until fully grid-converged states are found, for varying
dimensions of the cell along x5. Detailed numerical results of the reduced auxiliary sys-
tems relative to the O(e), O(e') and O(e?) problems are presented as Supplementary
Material, for a rib size to periodicity ratio, e/l, equal to 0.25, and matching interface
location positioned at x9 = Yo, = 5.

4.1 A synthesis of the microscopic results

The behaviours of the parameters of interest, those which contribute to the effective
boundary conditions, are presented in Fig. 4, separating them into two groups according
to their gradients in the xo-direction (either positive or negative). At the matching
interface (ro = Yoo = 5), the variables contributing to the effective boundary conditions
become independent of x; and take the following uniform values:

lp = 5.0396, 33 = 0 = 5.0861,

UJ{ = ﬂllg = —7:L211 = 127002, iL332 = —ﬂ233 = 129402,
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u) = 43.0376, ul, = —42.4485, wuby, = 0" = —43.8582.

4.2 Effects of varying the matching interface location

The effect of changing the matching surface distance, y,,, on the values of the seven
independent groups of effective parameters has been analyzed with the aid of successive
numerical simulations, varying ., from 2 to 6, as listed in Table 1.

Table 1: Microscopic results found at different values of y, for square ribs with e/¢ = 0.25.

Yoo | tg1 | tiz3 =0 UI = U112 = —U211 | U332 = —U233 uy uby uby = 0"
2 | 2.0398 | 2.0861 2.0820 2.1818 2.8935 | -2.8114 | -3.0271
3 | 3.0397 | 3.0861 4.6213 4.7680 9.5340 | -9.2334 | -9.7986
4 | 4.0396 | 4.0861 8.1607 8.3541 21.8505 | -21.5067 | -22.7422
5 | 5.0396 | 5.0861 12.7002 12.9402 43.0376 | -42.4485 | -43.8582
6 | 6.0398 | 6.0861 18.2411 18.5264 74.2034 | -72.2463 | -75.1465

Category (L) Category (Q) Category (C)
Linear relations Quadratic relations Cubic relations

An in-depth look into the table reveals that we have three categories of relations
between the values of the microscopic parameters at the matching interface versus the
location of the interface itself; specifically, linear, quadratic, and cubic relations. Fitting
the results, we get the following expressions for the closure variables evaluated at y..:

ﬂ112=ym+Ax7 2\233:9:yoo_’_/\\z7

. . Yso . . Yso
ui = U112 = —U211 = > + AoYoo + M2,  Ugzy = —lUgss = 5 + A¥Yoo + M2,

3 3

u/1 =2 y%+m32y§o+Amym1 +67 uil = -2 |:y%+ml2y§o+)\xyoo:| +Blt;

3 2
Uz = 0" = —2 [?%O + A. y%o + M3 yoo:| + Bs;.
The dimensionless Navier-slip coefficients (\;, \,), surface permeability coefficients (2,
masz), velocity-flux sensitivity (B), and time-fluctuations coefficients (By;, Bs;) are only
dependent of the geometric parameters of the ribbed surface, /¢ in the case of square
ribs. These coefficients can be calculated for any geometry of transverse ribs, once the
microscopic numerical simulations are conducted with any suitable value of y.,, and the
results of the microscopic parameters at the matching interface are substituted in the
fitting equations.

Simpler, accurate methods for the estimation of the coefficients of interest are pro-
posed within the present framework. The Navier-slip coefficients can be calculated by
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running the simulations of the leading-order systems, forced by Si5 and S3o, with a suit-
able value of y,, to get, respectively, the fields of %;; and 1s3; thereafter, the values of
Az and A, can be found by averaging the corresponding field on the plane zo = 0. It is
interesting that these same fields can then be employed to estimate the values of m5 and
m3g, making use of the numerical result pointed out by Bottaro & Naqvi (2020), i.e.

T . - . . o
Up = Uy12 = —U211 = U1 dzq doy,
S,

cell

Uzzy = —lg33 = / tig3 Aoy dg,
Scell
with Scen the surface of the representative near-wall cell. The following values of the

coefficients eventually arise when e/¢ = 0.25:
Az = 0.03975, A, = 0.08609, mip = 0.002332, msy = 0.009551,

B =0.0002399, B = —0.0000839, B3 = —0.0007794.

4.3 The formal expressions of the effective boundary conditions

The expressions of the microscopic dimensionless velocity components are now available
up to O(e!), while the microscopic dimensionless temperature () is known up to O(e?).
The values of the preceding quantities can be linked to the corresponding dimensionless
macroscopic parameters at the matching interface, based on the concept of continuity of
velocity (Eq. (4-a)) and temperature (Eq. (4-b)). In particular, it is convenient to enforce
the conditions on the outer rim of the ribs, which amounts to specifying zo = ¢Xy = 0
in the matching relations (Egs. (4-a, 4-b)), along with setting y., = 0 in the fits of the
microscopic parameters (given in Section 4.2) entering the effective boundary conditions.
Eventually, we obtain:

Ul Xy=0 =€ [/\a: 512 + Mo RG]XQZO
S 00 oS
+ € {mlg 8—);12 + BRG(‘)_XQ + Bi:Ra 822:| o + 0(63), (16—&)
0512 0853
_ 2 3 :
U2|X2:0 = —¢ {mm X, + My aXJXQ:o + O(€), (16-b)
oS oS
U3|X2:0 =€\, 532‘)(2:0 + € {m32 8_)(22 + B3 Re 8;2} + O(€), (16-¢)
Xp=0
00 oale)
S =1 p Pl By Rg Pr——nr— O(e). 16-d
|X 0 + € Xy X2:0+6 3t IKG T@Xg(%XQ:OjL (€”) ( )

The no-slip conditions of the smooth surface are identically retrieved at O(e°). The
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effective conditions for velocity are similar to those given by Lacis et al. (2020) and
Bottaro & Naqvi (2020) for flow over rough surfaces without heat transfer. Nevertheless,
the presence of the buoyancy terms, proportional to R and Rgaa—)% in the equation of the
velocity component Uy, and of the time fluctuation terms in the equations of (Uy, Us, O)
should be highlighted. We emphasize that the presence of the buoyancy-related term is
a first-order contribution to the effective condition for the streamwise velocity, Ul, and is
directly attributed to the assumption that the Grashof number is sufficiently large, i.e.

€Rc = €2V Gr is of O(e!), and not O(e?).

In dimensional terms, the conditions on the plane 25 = 0 read

ﬁg(Tw - TOO)

14

ﬁ1 g >\a: ~ ~
£2=0 6:1:2 81’1

< {8@1 n Oty

:| + mlg
Zo=0

TV
First—order

+ 1 0 _(ﬁ—ﬁoo)+23ﬂ2 +l§’gﬁ 8’f
12 u Er o

v
Second—order

.10 [00 O
By - o |20 o
R 5 L‘m 8:%1L20’

Second—order

. .0 |[0up Ous .0 |O0us n Oy
Uz| , N —Mi2 5% p p — M325% - - )
=0
o2 81’1 8332 &L‘l F9=0 8333 8332 8333 F9=0
N TV
Second—order

) o [oas Oy 0 [ (p-pw) . Ot
usl, o = A 9% o + M3z Erl i + QaA

R L2 L3 1 25=0 L3 K L2 1 2,=0

First—order Second—order
.~ 1 0 |0us Oy
+By— = |5 + 5 ;
v Ot 8352 81’3 #9=0
Second—order
. R < oT L1 0T
T. o~ Tu +X o + 03 — = :
*2= ~~ 0%o|. _ o Oy Ot |5 _
T2=0 2 To=0
Zero—order N ~ AN —~ )
First—order Second—order

(17-a)

(17-b)

(17-c)

(17-d)

The dimensional groups of coefficients (5\1, 5\2), (M2, Mas) and (l’;’, By, Bgt) are homo-
geneous to, respectively, a length, a surface area and a volume, and correspond to the
product of their dimensionless counterparts times, respectively, {, {> and {3>. The condi-
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tions above represent the most important contribution of the present paper.

5 THE ROLE OF RIB HEIGHT TO PITCH DISTANCE RA-
TIO: PARAMETRIC STUDY

From a practical point of view, it is advantageous to generate a database of the values
of the seven dimensionless, geometry-dependent coefficients of interest, to cover a wide
range of rib height to pitch distance ratios, e/l, in order to enable the direct use of the
effective boundary conditions for the macroscopic problems. In this study, the ratio was
varied within the range 0.025 < e/l < 0.8. For each value of e/I, the procedure described
in Section 4.2 for the accurate estimation of the coefficients was followed. The resulting
database is presented in tabular form (Table 2) and graphically in Fig. 5. It is clear
that all model coefficients peak, in magnitude, within the range e/¢ = 0.1 to 0.3, which
implies significant velocity and thermal slip. All coefficients tend to zero as e tends to
zero or approaches ¢, for the effective boundary conditions at x5 = 0 to become no-slip

and isothermal wall.

Table 2: The upscaled coefficients of interest for different rib height to pitch distance ratios.

e/t Az A mio m32 B By Bs;
0.025 | 0.02158 | 0.02296 | 0.000265 | 0.000286 | 0.0000041 | -0.0000041 | -0.0000046
0.050 | 0.03667 | 0.04215 | 0.000874 | 0.001037 | 0.0000270 | -0.0000250 | -0.0000320
0.075 | 0.04593 | 0.05757 | 0.001601 | 0.002120 | 0.0000710 | -0.0000580 | -0.0000920
0.100 | 0.05061 | 0.06949 | 0.002250 | 0.003384 | 0.0001280 | -0.0000940 | -0.0001850
0.125 | 0.05188 | 0.07822 | 0.002725 | 0.004716 | 0.0001855 | -0.0001195 | -0.0003000
0.150 | 0.05094 | 0.08400 | 0.002979 | 0.005999 | 0.0002290 | -0.0001297 | -0.0004237
0.175 | 0.04853 | 0.08738 | 0.003029 | 0.007184 | 0.0002550 | -0.0001264 | -0.0005449
0.200 | 0.04567 | 0.08859 | 0.002898 | 0.008188 | 0.0002651 | -0.0001144 | -0.0006477
0.225 | 0.04265 | 0.08803 | 0.002663 | 0.008976 | 0.0002578 | -0.0000992 | -0.0007269
0.250 | 0.03975 | 0.08609 | 0.002332 | 0.009551 | 0.0002399 | -0.0000839 | -0.0007794
0.275 | 0.03699 | 0.08302 | 0.002022 | 0.009892 | 0.0002171 | -0.0000697 | -0.0007982
0.300 | 0.03459 | 0.07921 | 0.001718 | 0.009987 | 0.0001912 | -0.0000593 | -0.0007870
0.350 | 0.03011 | 0.07011 | 0.001188 | 0.009600 | 0.0001430 | -0.0000442 | -0.0007011
0.400 | 0.02589 | 0.06023 | 0.000836 | 0.008612 | 0.0001024 | -0.0000323 | -0.0005671
0.500 | 0.01776 | 0.04155 | 0.000434 | 0.005803 | 0.0000417 | -0.0000136 | -0.0002944
0.600 | 0.01146 | 0.02624 | 0.000230 | 0.003128 | 0.0000132 | -0.0000055 | -0.0001188
0.700 | 0.00662 | 0.01453 | 0.000101 | 0.001326 | 0.0000041 | -0.0000017 | -0.0000364
0.800 | 0.00315 | 0.00642 | 0.000031 | 0.000391 | 0.0000009 | -0.0000004 | -0.0000072
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Figure 5: The behaviour of the upscaled coefficients of interest with the change of rib height
to pitch distance ratio. The curves are fitted on the basis of kriging interpolation.

6 MACROSCALE BEHAVIOUR OF THE FLOW

In this section, attention is given to validation of the effective conditions obtained in
Section 4, with the upscaled coefficients calculated for the case of square ribs. The
macroscale problem is considered, with governing equations given in Section 2. Since
the ribs are elongated in the transverse direction, and since only the case of laminar
flow is considered, there is no need to resolve the spanwise direction; the problem can
be simplified to its two-dimensional form in the (X;, X5) plane. In addition, steady-
state solutions are targeted for validation purposes. Three types of simulations have
been carried out: (i) natural convection over a vertical smooth surface; (ii) full feature-
resolving natural convection over a vertical ribbed surface; (iii) homogenized problem with
effective boundary conditions at a virtual wall. For each simulation, the computational
domain, the boundary conditions, and the grid structure are explained in detail later in
this section. As for the case of the microscopic problems, we have found it convenient
to carry out the simulations with STAR-CCM+-. The second-order upwind formulation
has been adopted for the spatial discretization of all fields, with the calculation of the
gradients based on a hybrid Gauss-least squares method. The SIMPLE scheme has been
employed for the pressure-velocity coupling.

6.1 TIsothermal vertical smooth surface case

A numerical calculation is first performed for a smooth isothermal surface at a plate
Grashof number Gr = 5.563 x 10® and a Prandtl number Pr = 0.712; this corresponds,
for instance, to a buoyancy-driven air flow with 7., = 18°C, T, = 58°C', L = 0.5m, and
the ﬂuigi properties calculated at standard pressure and based on the film temperature

- Tw + Too . . . . .
Ty = — Different purposes are targeted from this step: (i) estimation of the

adequacy of the computational domain; (ii) validation of the CFD numerical scheme and
of the inlet /outlet boundary conditions by comparing the results with available databases
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through the literature; (iii) the no-slip smooth surface case is equivalent to a homogenized
simulation of the rough surface with zero-order effective conditions, so the results will help
to monitor the accuracy enhancement when progressively higher-order approximations are
used.
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Figure 6: Computational domain with boundary conditions used for the numerical simulation
of the natural convection over the isothermal vertical smooth plate (X2 = 0). The right frame
shows a graphical representation of the sensitivity of the solution to variations in the domain
width. Gr = 5.563 x 103, Pr = 0.712.

The computational domain and the boundary conditions are illustrated in Fig. 6.
No-slip and constant temperature conditions are defined on the vertical wall; uniform
pressure boundary conditions are imposed at the upper and the lower boundaries such
that an equilibrium with the hydrostatic pressure head is satisfied. The width of the
domain should be selected in such a way that the streamwise velocity smoothly vanishes
at the far boundary at Xy = S, with the normal gradients of horizontal velocity and
temperature smoothly decreasing to zero®. This was checked by running the simulation
with different values of the domain width, S, and monitoring a result of interest (the
surface-averaged Nusselt number) until convergence was attained. The local Nusselt
number (Nu) and its surface averaged counterpart (Nu) are defined for the smooth
surface by:

—L T 00
Nu = —~——F = = s (18—&)
Ty — Ti, 022 Xo=0 X5 Xo=0
1
N — / _990 ux, (18-b)
o 0Xo X0

As can be realized from Fig. 6 (right), a domain width S = 0.8 appears to be sufficient;
however, a value of S' = 2 was used throughout the work to ensure the absence of spurious
reflections from the outer boundary when testing micro-structured walls and/or larger

3refer to Paper B3 for accurate description of the condition imposed at the far boundary
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values of Gr. The two-dimensional grid is described in detail in Appendix C; eventually,
the extrapolated value of the average Nusselt number is estimated to be 75.055 based on
the conducted mesh-dependency study, also illustrated in the appendix.
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Figure 7: Smooth surface case: dimensionless velocity and temperature profiles across different
normal sections distributed along the vertical plate. Contours representing the velocity and the
thermal fields are also provided. Gr = 5.563 x 108, Pr = 0.712.

The dimensionless temperature and streamwise velocity profiles are plotted across
chosen normal sections distributed along the plate, as displayed in Fig. 7. The velocity
and the temperature contours in the vicinity of the smooth wall are also shown, to high-
light the development of the boundary layers. The peak of the velocity profile shifts away
from the wall as X increases, in qualitative agreement with the estimate of the classical
Squire-Eckert theory (Lienhard & Lienhard, 2019) according to which the velocity peaks
at almost % of the boundary layer thickness. At the same time, the temperature gradient
at the wall is reduced with X;. The latter effect is responsible for the decrease of the
local Nusselt number (Nu) along the plate, plotted in Fig. 8. The distribution of the
local Nusselt number is in perfect agreement with the corresponding reference results by
Ostrach (1953). An analysis of Ostrach’s results reveals that the Nusselt number (Nu)

is related to the vertical position (X;) via the expression
X1 Nu
——————= = fu(Pr). (19)

(GxX7)™
At a Prandtl number of 0.712, the function f,,(Pr) was estimated to be almost 0.504.
Therefore, Eq. (19) can be recast as an explicit relation between Nu and X; at any fixed

value of the Grashof number.
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¢ Present study, numerical simulation of the smooth surface case
160 - —Eq. (19) with Gr=5.56x10%and Pr=0.712
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Figure 8: Smooth surface case: numerical prediction of the local Nusselt number distribution
along the vertical plate, compared with the expected behaviour based on the similarity solution
by Ostrach (1953).

6.2 The case of isothermal ribbed surface

A typical validation case is now considered. The developed asymptotic wall model is
assumed to be reasonably accurate provided that e is sufficiently small. In addition,
limitations are imposed on the magnitude of the coefficient of the convective term in
the normalized microscopic governing equations, C' = € VGr = € R, for convective
effects to be absent in the leading-order problem but present at next order. For the basic
validation case, we consider natural convection over an isothermal vertical plate with 168

1 l
transverse square ribs (e = @) with a pitch distance to rib height ratio — = 3.75. The

problem is characterized by a plate Grashof number Gr = 5.563 x 10% zSnd a Prandtl
number Pr = 0.712. With these parameters, the value of the coefficient C' is 0.836.
Results of the feature-resolving simulation and the homogenization-based calculations of
the basic ribbed surface case are presented and compared.

6.2.1 Feature-resolving simulation of the ribbed surface case

The two-dimensional feature-resolving numerical simulation, where the details of the
ribbed surface are captured by the grid, represents a necessary step for the validation of
the homogenized model.

The computational domain is illustrated in Fig. 9, including the geometric details
of the ribbed surface. The applied boundary conditions are the same as in the smooth
surface case, taking into account that the no-slip velocity and temperature conditions are
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Coarse Medium Fine

L =1681 (168 ribs included)

Nunit 3975 7102 12085
Nint. 667800 1193136 2030280

Ntotal 1936940 2925703 4382398

Nu 72.722 73.307 73.271

Figure 9: Description of the computational domain and two-dimensional grid structure used
for the feature-resolving numerical simulation. The grid is shown for one unit in the near-wall
region (of thickness 5e), defined for the highest mesh density. Indicated mesh parameters for
different refinement levels are: Ny,;: number of cells for a single unit in the near-wall region;
Nint.: number of cells in the whole near-wall region of thickness 5e; Niuqi: total number of cells
in the computational domain.

now imposed on a patterned surface, not on a plain one. The two-dimensional grid near
the ribs is also shown, and the different grid refinement levels are stated. A near-wall
region of thickness 5e is defined where a high mesh density is employed to capture the
flow dynamics in the vicinity of the perturbed surface; however, the gradual growth of
the mesh guarantees that the whole field is fairly well resolved. The number of two-
dimensional cells given in the figure illustrates clearly the high computational cost of the
fully-featured simulation of the ribbed surface compared to requirements of the smooth
surface case, described in Appendix C. The Nusselt number at any point on the ribbed
surface is given by:

—L oT 00
Nuy=———— X — = —— s (20—&)
Tw - Too an wall an wall
n
where n denotes the dimensional distance in the surface-normal direction and n = T

A dimensional surface distance § is defined in such a way that it goes along the ribbed

L
surface capturing its details, i.e., § goes from 0 to L+ (2e X N,.js) with Nyjps = — = 7 the
€
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number of ribs. Accordingly, the surface-averaged Nusselt number based on the projected
area of the two-dimensional ribbed plate is defined as:

1 [ ae ¥ 90
Nu = —/ - ds = / - ds, (20-b)
R L 0 on wall 0 on wall
where s = i, and the value of % represents the rib height to the pitch distance ratio.

The given expression for Nu takes into account the surface area increase, with respect to
the baseplate area, due to the presence of ribs. For the considered values of parameters

1 1 __
(Gr = 5.563 x 108, Pr = 0.712, ¢ = 68 o= 3.75), the reported value of Nu was
e

estimated based on Richardson’s extrapolation of results for successively refined grids, and
finally found to be 73.200 (compared with a value of 75.055 for a corresponding smooth
surface case). This finding suggests that adding ribs to the vertical surface deteriorates
the total heat transfer rate, for the geometric parameters and flow conditions under study.
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Figure 10: Feature-resolving simulation of the ribbed surface: detailed behaviours of (top left)
streamwise velocity; (top right) normal velocity; (bottom) temperature. Results are plotted
along the vertical plane passing through the outer rims of the ribs, through two specific ranges
of X1. The contours of the fields are also provided. Gry, = 5.563 x 108, Pr = 0.712.

The fully-featured simulation is described first to provide insight into the physics,
before turning to the homogenized model. The patterns of the streamwise velocity, the
normal velocity, and the temperature are plotted over two distant regions along the plane
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surface tangent to the outer rims of the square ribs in order to show the behaviour
of velocity and thermal fields near the leading edge and near the top of the plate, as
displayed in Fig. 10. The fictitious surface at Xy, = 0 was specifically chosen for the plots
as it represents the plane on which the effective conditions are imposed in the model
simulations; therefore, monitoring the flow parameters along this surface is of interest.
The contours of the velocity and the temperature near the wall are also shown so that
details of the boundary layer can be captured. Velocity and temperature patterns are
perturbed by the presence of the ribs and experience quasi-periodic behaviours along
the vertical distance. By analyzing one unit of the distributions shown in the plots,
it is evident that the no-slip velocity and temperature conditions are typically satisfied
at the physical surface of the rib whereas deviations occur in the inter-rib fluid region.
Proceeding along the vertical direction, the average levels of both the streamwise velocity
and the temperature increase, which is qualitatively similar to the smooth surface case.
The deflections of the streamlines, due to the flow interaction with the surface protrusions,
are directly reflected in perturbation of the normal velocity where the successive negative
and positive fluctuations represent, respectively, the inward and outward normal flow
through the inter-rib region. The characteristics of the flow structure and the way in
which the heat transfer from the surface is accordingly affected are shown in Fig. 11.
The flow behaviour close to the ribbed surface is visualized with the aid of streamlines
in two distant regions along the vertical direction, so that the development of the flow
can be monitored. Two distinct flow regimes are observed, a Separation-Reattachment-
Separation (SRS) regime and a Full Separation (FS) regime. For both patterns, the
inter-rib region is characterized by the existence of two co-rotating vortices. At relatively
low values of the local Grashof number Gr, = Gr X3, i.e., near the leading edge of the
plate, the SRS flow regime is present where the low inertia of the mainstream allows the
fluid to easily deflect in the normal direction and reattach to the surface of the baseplate,
keeping the two eddies well-isolated. In contrast, sufficiently away from the leading edge,
the Full Separation regime ensues as the increasing inertia of the accelerated stream
hinders the normal deflection towards the baseplate, preventing the reattachment of the
mainstream. As illustrated in the figure, the two vortices remain connected to each other
via an outer belt-like stream that rotates in the same direction of both eddies, representing
a separated entity that isolates the main flow from the baseplate in the inter-rib region.

The associated heat transfer behaviour is plotted in Fig. 11 in terms of detailed
patterns of the local Nusselt number Nu. A quasi-periodic behaviour of the Nusselt
number is observed while proceeding along the vertical plate, similarly to literature ob-
servations (Bhavnani & Bergles, 1990; Tanda, 1997, 2008, 2017; Nishikawa et al., 2020).
On a single-unit scale of analysis, it is evident that the heat transfer rate drastically drops
just upstream and downstream of the square protrusion, a fact ascribed to the presence
of the separation eddies that form a hot inactive zone in the vicinity of the rib where
the thermal boundary layer thickening mitigates the heat transfer process. Conversely,
the local Nusselt number peaks at some location within the inter-rib region as the main-
stream reattaches to the surface of the baseplate. Even in the Full Separation regime, the
inter-rib peak is experienced since the mainstream still approaches the surface (without
reattaching). The major peak of the local Nusselt number is present on the outer rim
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of the rib due to the considerable local thinning of the thermal boundary layer. From a
macroscopic point of view, the average value of Nu decreases away from the leading edge
along with the development of the thermal boundary layer.

Main stream
reattachment

Two isolated eddies

0.0863 0.1101 *X1
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h ,'. 4 a ]
o 150 ' ~==SRS case: Xi= 0.0863 to 0.1101
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» X

Rotating,
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Figure 11: Feature-resolving simulation of the ribbed surface: Comparative description of the
flow pattern and the behaviour of the Nusselt number through two distant regions: (top) near
the leading edge; (bottom) near the end of the plate. The contours of U; are also shown; the
colour map given in Fig. 10 is modified here so that the white portions within the grooves
represent the regions with negative streamwise velocity, i.e., the back-flow regions. € = Té87 L —

3.75, Gr = 5.563 x 108, Pr = 0.712.
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6.3 The macroscopic homogenization-based simulations
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Figure 12: Effective boundary conditions for streamwise velocity and temperature in com-
parison to the running-average results of the feature-resolving simulation. € = ﬁ,é = 3.75,
Gr = 5.563 x 108, Pr = 0.712.

The effect of the surface microstructure on the behaviour of the buoyancy-driven stream
is replaced here by the implementation of the homogenized effective boundary conditions
on the plane at Xy = 0 (refer to Fig. 12). As the present work targets the validation of
the model on the steady-state solution of a two-dimensional laminar flow, the effective
conditions can be simplified by neglecting the time-derivative terms and the gradients
in the spanwise direction. The dimensionless conditions up to the second order in all
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variables thus read:

S 00

_ 2 22 3

U1\X2:0 =€ [Az S12 + mi2 RG]X2:0 + € [mm 9X, + BRG—aX2 s + O(e), (21-a)
oS

Ualx,—o = =€ [mn 8)(112])( 7t O(e), (21-b)

-

00 3

@‘ngo =1+ 6)\287)(2 oo +0(€), (21-¢)

l
Based on the parametric study presented in Section 5, at — = 3.75, the following values
e

of the model coefficients are found:
Az = 0.03791, A, = 0.08404, myo = 0.002125, B = 0.0002247. (22)

Since the ribbed surface is impermeable, the transpiration velocity is zero on average
and its inclusion is not significant under laminar flow conditions; this was tested and
confirmed in the present work.

The setup of the homogenization-based macroscopic simulations is similar to the
setup of the smooth surface case with regard to the computational domain, the grid
structure, the refinement levels and the boundary conditions except for replacing the
no-slip velocity and temperature conditions by the effective conditions (Egs. (21-a to
21-¢)) on a virtual wall in Xy = 0. It is comforting that the macroscopic simulations
reach mesh-independence for grids which are more than 30 times coarser as compared
to the fully-featured case, while providing accurate predictions of the surface-averaged
Nusselt number (the metric being evaluated in the grid-dependence study). For the

1
considered flow and geometric conditions (Gr = 5.563 x 108, Pr = 0.712, ¢ = 168’
[

— = 3.75), the converged values of Nu with first-order and second-order conditions are,

e

respectively, 73.1667 and 73.1618. In comparison to the fully-featured result, the errors
of the homogenized models are, respectively, -0.045% and -0.052%. It is worth restating
that Nu of the smooth surface case is 2.54% larger than in the fully-featured ribbed case.

The results which can be achieved from the homogenized simulations illustrate the
macroscopic behaviour of velocity and temperature fields; clearly, these results should
be interpreted as spatially averaged values, whereas the detailed patterns near the wall
are unavailable from the model simulations. For this purpose, the validation of the
present approach is done by comparing the results of the macroscopic simulations with
the running-average values of the fully-featured fields over streamwise distances equal to
the periodicity of the pattern of the surface structure. For instance, the running-average
value of the dimensionless velocity U; at an arbitrary point (X; = a, Xy = b) is computed
as:

1 [oF2
< U1 > - —/ Ul(Xl,b) Xm (23)

€

X1=a,Xo=b

wlm

The numerical predictions of U; and © resulting from the macroscopic simulations with
the first-order accurate and the second-order accurate boundary conditions are extracted
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at the fictitious boundary in X, = 0 to explicitly assess the accuracy of the expressions
given in Egs. (21-ato 21-c¢). The homogenized results are plotted in Fig. 12 in comparison
with the corresponding running-average values of the feature-resolving simulation. It
is clear that the present model can qualitatively predict the difference of the results
from the no-slip values. The results show perfect agreement of the effective temperature
estimates, apparently insensitive to the mild deviations observed for the predictions of
the slip velocity. This fact may be attributed to the absence of strong non-linearities, i.e.
the coupling between the velocity and the thermal fields is weak.
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Figure 13: Homogenized-model predictions of the streamwise velocity profiles across two normal
sections in comparison to the running-average results of the fully-featured simulation. e =

L =375 Gr =5.563 x 108, Pr = 0.712.

In order to show how the effect of the homogenized conditions propagates from the
virtual wall to the flow domain, the profiles of streamwise velocity and temperature are
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plotted across two normal sections and compared with the corresponding running-average
profiles (Figs. 13 and 14).
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Figure 14: Validation of the homogenized-model results of the temperature profiles across two
normal sections in comparison to the running-average results extracted from the fully-featured

simulation. € = Tésv é = 3.75, Gr = 5.563 x 108, Pr = 0.712.

It is noticeable that, in the present case, the effect of the surface inhomogeneities on the
flow field is moderate. Another point is that the predictions based on first and second-
order conditions are almost indistinguishable from one another to graphical accuracy, due
to the very small value of e. The normal gradients of © along the fictitious boundary,
represented by the slopes at X5 = 0 of the © profiles, were used to obtain the macroscopic
behaviour of the Nusselt number along the plate (cf. Eq. (18-a)). The results are
presented in comparison with the corresponding running-average values from the fully-
featured simulation in Fig. 15. It can be realized that, under the present conditions, the
ribs on the surface have a very mildly unfavorable effect on the heat transfer rate.
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Figure 15: Homogenized model predictions of the Nusselt number in comparison to the running-
average results of the feature-resolving simulation, based on the normal temperature gradient

along the plane Xy = 0. € = 142, L = 3.75, Gr = 5.563 x 10%, Pr = 0.712.

It is very important to highlight that the present approach is only able to model the
temperature-gradient-based heat transfer from the matching interface, while the convec-
tive contribution, resulting from the product of normal velocity and temperature, is not
accounted for, since the fluctuations of the normal velocity cannot be resolved by the
homogenized model under laminar flow conditions. The applicability of the model is,
therefore, limited here to cases in which convective effects through the fictitious plane are
negligible. This is assumed to be valid in the absence of strong non-linearities that may
occur for large values of € or in the presence of turbulence.

7 APPLICABILITY RANGE AND LIMIT OF VALIDITY OF
THE MODEL

In this section, the results of several numerical simulations are presented to assess the

deterioration of the accuracy of the proposed technique with the increase of the small

l 1
- = and the coefficient of the microscopic momentum-convective
L Nm’bs

term C = €2 VGr = e Rg.

parameter € =
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Figure 16: Predictions of the homogenized-model in comparison to the running-averages of the
fully-featured results of the dimensionless streamwise velocity profiles at X7 = 0.5 for different
values of e. L =3.75, Gr = 5.563 x 10%, Pr = 0.712.

7.1 Effects of the increase in ¢ at a given Grashof number

The simulations of the macroscopic problem are now conducted for increasing values of
the parameter € in the effective boundary conditions (Egs. (21-a to 21-c)), starting from

1
€= g up to e = 0 at a constant value of the Grashof number (Gr = 5.563 x 10®) and

4
for the values of the model coefficients at — = 3.75 (cf. Eq. (22)), in order to monitor

the deterioration of the model with the increase of the controlling parameters ¢ and C.
First, a validation database has been built by running the fully-featured simulations with
the corresponding numbers of ribs (from 84 to 10). The running-average fields obtained
from these simulations are presented in a comparative manner in Appendix E. The results
of the macroscopic simulations with first-order and second-order accurate homogenized
effective conditions are validated by comparing the streamwise velocity profiles and the
temperature profiles across a normal section taken at X; = 0.5 with the corresponding
running-average patterns from the fully-resolved numerical simulations, cf. Figs. 16 and
17.  The purpose is to ascertain the validity range of the asymptotic model away from

the conditions (e = C' = 0.836) discussed in Section 6. In general, the predictions of

168’

the present approach concerning velocity and temperature fields are reliable below € = 21

at the given Grashof number. It will be argued later that the reliability range becomes
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Figure 17: Predictions of the homogenized-model in comparison to the running-averages of the
fully-featured results of the dimensionless temperature profiles at X; = 0.5 for different values
of e. L =3.75, Gr = 5.563 x 10%, Pr = 0.712.
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Figure 18: Effect of the number of the ribs (N5 = %) on the surface-averaged Nusselt number
(corrected to account for the increase in surface area in the case of feature-resolving simulations
of ribbed surfaces, cf. Eq. (20-b)). The parameters are L = 3.75, Gr = 5.563 x 10%, Pr = 0.712.
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wider at lower values of the Grashof number. The accuracy of the temperature predictions
is better than the velocity predictions, especially above the mentioned limit where the
boundary conditions at second order are able to produce better results in comparison to
the first-order conditions.

From the practical point of view, the most important factor is the surface-averaged

__ 1
Nusselt number. The behaviour of Nu with the increase of N,;; = — is shown in Fig. 18.

Both fully-featured and homogenized-model results show a reducedEheat transfer for the
ribbed surface despite the increase in surface area (compared to smooth flat plate), for
the values of parameters here considered. It is obvious that the level of accuracy of the
model predictions is even better than that relative to velocity and temperature profiles.
It is also noteworthy that improved predictions of Nu by shifting up to the second-order
conditions are not systematically guaranteed.

Table 3: Error estimations of the homogenized model predictions for the velocity and temper-
ature profiles at X; = 0.5 and surface-averaged Nusselt number. The fully-featured case is used
as a reference. The deviations of the results of the smooth wall case compared to the rough
case are also provided. In all cases: é = 3.75, Gr = 5.563 x 108, Pr = 0.712.

rms deviations of U; vs. Xy profiles at X;=0.5

€ C Smooth  First-order model Second-order model
& 0835 | 15.877% 1.491% 1.465%

& 3340 | 17.312% 5.643% 5.420%

+ 13371 | 19.397% 13.473% 12.304%

2—11 53.485 | 22.566% 25.475% 20.076%

%0 235.860 | 31.660% 56.025% 30.069%

rms deviations of © vs. X, profiles at X;=0.5

€ C Smooth First-order model Second-order model
= 0835 | 3.044% 1.602% 1.617%

8—14 3.340 6.639% 1.909% 1.893%

+ 13371 | 11.689% 5.336% 5.220%

& 53.485 | 21.486% 12.781% 11.911%

%o 235.860 | 49.687% 27.629% 19.887%

relative error on Nu

€ C Smooth First-order model Second-order model
?ég 0.835 2.535% -0.045% -0.052%

& 3340 | 6.363% 1.434% 1.397%

& 13371 | 9.768% 0.459% 0.190%

2—11 53.485 14.015% -3.080% -4.569%

%0 235.860 | 18.580% -12.936% -18.252%
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The accuracy of the homogenization-based models is reported in a more quantitative
manner in Table 3. For the velocity and temperature profiles shown in Figs. 16 and 17,
root-mean-square (rms) deviations between the results of the macroscopic simulations and
the results of the reference fully-featured simulations are defined. The rms deviations of
the profiles are calculated over a normal distance between X5 = 0 and X, = 0.02. For
instance, the rms deviation of a modeled velocity profile (Up.q vs. X3) relative to the
corresponding fully-featured one (Upp vs. Xs) is defined as

1 002 fpp 2
rms deviation = \/m/o (%) dXs. (24)

The errors on the predictions of the surface-averaged Nusselt number relative to the
fully-featured estimations are also shown in the table.

7.2 Effect of the Grashof number at a given ¢

X, = 0.5

B ™ 0 s e +q
0 0.005 0.01 0.015 0.02 0.025 003 0.035 0 0.005 0.01 0.015 0.02 0.025 0.03 0.03%
X2 XZ

1
00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1 00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1
X Xs

' ==Smooth plate simulation == Fully-featured case, running-average values X First-order conditions ° Second-order conditions

Figure 19: Predictions of the homogenized model in comparison to the fully-featured running-
average results of the dimensionless streamwise velocity and temperature across a normal section
at Xy = 0.5, for two values of Gr: (top) Gr = 5.563 x 108; (bottom) Gr = 7.509 x 10°. For

both cases, € = %,é =3.75, Pr =0.712.

The observed deterioration of the predictions at relatively large values of € is not explicitly
related to the increase in €; rather, it is due to the associated increase of the convective
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coefficient C' = €2 v/Gr beyond a critical limit. In many circumstances (Bottaro, 2019;
Lacis et al., 2020; Bottaro & Naqvi, 2020), the theory has been validated for € up to
0.2. Here, we set € = 0.1 and show that by reducing the Grashof number (and thus,
(), the accuracy of the model improves. The macroscopic simulations are now set at a
Grashof number of 7.509 x 10°® (instead of 5.563 x 10%), which results in a decrease of
the convective coefficient C' from 235.860 to 27.402. Fig. 19 demonstrates that even at
first order, the effective conditions now provide a very good match with fully-featured
simulation results. The same occurs for the temperature distribution along the virtual
interface (X3 = 0) and the behaviour of the local Nusselt number (Fig. 20).

1* —

ﬂmunnunnunnnnnnnuuixnutﬁn

0.8 - . u_W RN BT
7

/
228
0.6 0099922928 2R8RRRRRRARRR :
ooocxx
®04 :/x&x Upper curves: e=0.1, Gr="7.509 X 10°

Lower curves: ¢= 0.1, Gr=5.563 X 10

x First-order effective conditions
o Second-order effective conditions
0.2 - —Fully-featured, running averages

Fully-featured, detailed local values

T T
Upper curves: €= 0.1, Gr =5.563 X 108

Lower curves: €= 0.1, Gr = 7.509 X 104 |

- - ‘Smooth surface, no-slip conditions
x First-order effective conditions
o Second-order effective conditions
—Fully-featured, running averages

0.6 0.7 0.8 0.9 1

Figure 20: Predictions for: (top) the temperature distribution along the vertical fictitious
surface (X3 = 0); (bottom) the performance of the local Nusselt number. Patterns are given at

two values of Gr. In both cases: € = %,é =3.75, Pr =0.712.
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7.3 Limit of validity of the approximation

I { | L
% 002 004 006 008 01 012 014 0.16
X,
1.
0.8, ° X, =0.5

% 002 004 006 008 01 012 014 016
X5
= =Smooth surface, no-slip conditions o Second order effective conditions
X First order effective conditions —Fully-featured simulation, running averages

Figure 21: Predictions of the homogenized model in comparison to the fully-featured running-
average results of the dimensionless temperature profiles at X; = 0.5. € = 0.2, é = 3.75,
Gr =9.386 x 10°, Pr = 0.712.

It has been argued in Section 7.2 that the accuracy of the proposed homogenization-based
model may be linked to a single controlling parameter (C') that combines the effects of
e and Gr. Therefore, it is advantageous to define a limiting value of C' below which the
predictions of the presented model are assumed to be reliable. Based on analysis of the
accuracy levels shown in Table 3, the critical value of C' is expected to be around 40;
below this value, rms deviations of the predicted velocity and temperature profiles are,
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respectively, below 20% and 10%, and the absolute error on the predicted Nu is less
than 4%. To validate this estimate, the simulation of the macroscopic problem has been
carried out for the case of a vertical surface roughened with only five square ribs, i.e.
e = 0.2 (relatively large), at Gr = 9.386 x 10° so that the accuracy of the model at a
value of C' = 38.752 can be checked. The geometry of the ribs is characterized by a value

14
of — = 3.75; the model coeflicients given in Eq. (22) are used. The accuracy of the model

is aessessed through comparative analysis of velocity and temperature predictions across a
normal section at X; = 0.5 (Fig. 21). Although the velocity predictions in the near-wall
region are not perfect, especially with the first-order conditions, the temperature results
are almost identical to the fully-featured running-average behaviour. From a practical
point of view, the reliability of the thermal field predictions is sufficient to consider the
model acceptable under the given condition, i.e. C' < 40.

X, .

0.450 0.525

Figure 22: The different roughness patterns considered for model validation: (A) half circles
with a diameter of 0.4¢; (B) rectangular ribs with a width of 0.2¢ and a height of 0.3¢; (C)
inward-curved ribs with a width of 0.5¢ and a height of 0.45¢— circular curvature is tangential to
baseplate; (D) right-angle triangles with a width of 0.1¢ and a height of 0.7¢. The microscopic
length scale, ¢, indicates the pattern periodicity. Streamlines are displayed near and within the
wall corrugations, for a specified range of Xj.
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7.4 Model validation on different rib geometries

The robustness of the introduced model is further checked by employing the effective
boundary conditions to study natural-convection heat transfer for different configura-
tions of the roughness pattern, particularly, those shown in Fig. 22. Feature-resolving
simulations and model calculations are conducted for the natural-convection flow over an
isothermal vertical surface roughened with 40 ribs, at Gr = 10% and Pr = 0.712. Some
complex flow structures within the inter-rib regions, captured by the full simulations, are
displayed in the figure: these structures highlight the need of very well resolved (and
expensive) simulations, highlighting the advantage of implementing equivalent, upscaled
boundary conditions. In all cases examined the virtual wall is positioned on a plane
passing through the tips/crests/outer rims of the ribs. It is noticeable that the Full Sep-
aration (FS) regime captured for blunt shapes (geometries B, C, D) differs qualitatively
from that displayed in Fig. 11, with a single separation eddy between neighboring ribs,
isolating the mainstream from the baseplate.

The model predictions of the surface-averaged Nusselt number (Nu) are presented in
Table 4; they are in good agreement with the corresponding results obtained from the full
feature-resolving simulations, with a maximum deviation of less than 2.5% (detected for
configuration A). For the flow conditions under investigation, all rib geometries considered
reduce the heat transfer performance of the natural-convection system, with respect to
smooth-wall case.

Table 4: Macroscopic coefficients and predictions of Nu for the studied rib geometries. the

Nusselt number is calculated considering € = %, Gr = 10% and Pr = 0.712.

Geometry Az Ay mi B Nu, first  Nu, second Nu, resolving
A 0.0792 0.0890 0.0081 0.00029 | 48.587 48.530 47.480
B 0.0449 0.1040 0.0027 0.00035 | 45.769 45.711 45.470
C 0.0814 0.1938 0.0055 0.00168 | 42.565 42.353 42.313
D 0.0867 0.2117 0.0045 0.00132 | 41.718 41.560 41.852
Smooth 0 0 0 0 Nu = 49.544

8 CONCLUSIONS

A homogenization-based model is proposed for the study of the heat transfer by free
convection over regularly micro-structured vertical surfaces. The approach provides a
computationally cheap alternative to the standard feature-resolving simulations in the
cases where the macroscopic behaviour of the flow is of interest, and it has been adopted
in the past for the case of rough, micro-textured surfaces, in the absence of thermal effects.
The procedure, eventually, yields parameters needed to enforce equivalent velocity and
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temperature boundary conditions at a plane virtual surface, up to second order in terms
of a small parameter €, ratio of the pattern periodicity, ¢, to the total plate length, L.
Importantly, the effective boundary conditions derived here do not contain any empirical
parameters.

As a typical implementation of the theory, the model is applied to the case of
two-dimensional square ribs. The auxiliary systems are then reduced to either two-
dimensional Stokes-like problems or Laplace-like or Poisson-like problems, which either
admit trivial solutions or require a numerical solution in a periodic representative cell of
the microscopic domain. The parameters contributing to the effective conditions belong
to seven independent groups, i.e. the numerical solution of only seven auxiliary problems
is sufficient to completely retrieve the effective conditions. The results are then extrapo-
lated from distant matching surfaces to the plane passing through the outer edges of the
ribs, beyond which the macroscopic simulation is intended to be performed. The most
significant finding of the procedure is the proposed form of the effective boundary condi-
tions. For the streamwise slip velocity, a buoyancy term acts as a corrector to the classical
Navier-slip condition at first order, while pressure-gradient, temperature-gradient, and
time-derivative terms appear at second order. A Robin boundary condition appears for
the temperature effective condition, where a normal temperature gradient term, with a
coefficient identical to Navier’s spanwise slip coefficient, corrects the uniform wall tem-
perature. The spanwise slip velocity and the transpiration velocity are also considered,
to allow for example the usage of the model in turbulent flow cases where the spanwise
and the normal velocity fluctuations are to be resolved in direct or large-eddy numeri-
cal simulations (Bottaro, 2019; Lacis et al., 2020). A parametric study is conducted to
investigate the effect of varying the rib size to pitch distance ratio on the values of the
coefficients.

The efficiency of the proposed first- and second-order accurate conditions in mod-
elling the effect of the surface microstructure on the macroscopic behaviour of the flow has
been tested by comparing the obtained thermal and velocity fields with the correspond-
ing results of full feature-resolving simulations at different values of ¢ and the Grashof
number; the case of tiny square ribs is first considered for validation purposes, while other
geometries are studied at a later stage for accuracy confirmation. All simulations have
been conducted for laminar flow conditions at a constant Prandtl number equal to 0.712
(air). It is shown that the expensive mesh requirements for resolving complex inter-rib
flow structures, associated with the Separation-Reattachment-Separation (SRS) regime
at low values of Gr, and the Full Separation (FS) regime at high values of Gr,, can
be significantly alleviated when the model is employed. A significant result is that the
accuracy of the model can be linked to the single parameter C' = €2 v/Gr which measures
the significance of the energy flux within the microscopic domain. A value of C' ~ 40 is
the critical limit below which the model is believed to yield acceptable predictions.

The dependence of the accuracy of the proposed model on a single parameter com-
bining the effects of ¢ and Gr renders the approach applicable to large values of the
Grashof number, provided that € is sufficiently small, i.e. the number of ribs is ade-
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quately large. The upscaling model described in this work represents a more versatile
version of the effective conditions for natural convection over ribbed surfaces in compar-
ison to the earlier model by Introini et al. (2011) which neglected the buoyancy effect in
the microscopic region and reported a single validity-limiting value of Gr = 107. In ad-
dition, the asymptotic homogenization method employed here represents a rigorous tool
to formally advance in the order of accuracy. Second-order accurate boundary conditions
are attained, which provides an enhancement to the validity range of Introini’s first-order
approach.

This work opens up several perspectives, related for example to the accuracy and
applicability limit of the model in the case of turbulent natural convection over ribbed
surfaces. It would also be interesting to develop an optimization strategy to find optimal
wall micro-patterns, able to maximize heat transfer from the surface. The procedure
described can be easily extended to the case of weakly conducting or adiabatic corrugation
elements. This will constitute the object of future investigations.
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Appendices

A AUXILIARY SYSTEMS FOR THE PROBLEM AT OR-
DER €

The microscopic auxiliary systems at this order are arranged, according to the macro-
scopic forcing term, in the following groups:

as
Group (I): Forcing by the gradient of the outer stress (9 systems) 5 XkQ
J
8umk 82UU]§ ap]k a'&zk
— - = Bl — 2k 25-a, b
ox; ks ox? ox; KO 0z (25-a, )
subject to
uijk =0 at T2 = Yy, (25—C)
: Qtgjr, | Otgy, y y
—DPjk 5@'2 + ( 81‘]2 8IJZ = — (uzk 6]'2 + Usg 61]) at To —r OQ. (25—(1)
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Group (II): Forcing by the square of outer stresses (3 systems) Rg(Sk2)?

Dy, Pl Opy, Oy,
= — — = =1 26-a, b
a.l’i ’ 8x? 81’1 ek 8@ ’ ( & )
subject to
i, =0  at 9 = Y, (26-¢)
.. Oy,  Oligy,
— Pk 0i =0 at zy — 00, 26-d
Pk 02 + ( Do Bz, at x 00 ( )
Group (III) 3 systems: RGS]_QSQQ, RGslgsgg, 7?,0522532
(a) RaS1252
Otij12 Ptz Op1a o Ol
= - =Un———+1u 27-a, b
Ox; ’ a2 0x; L0z, + e Oxy’ (27-a, b)
subject to
dilg =0 at T2 = Yy, (27—C)
.. Otijip | Oligra
— 0; =0 t . 27-d
D12 042 + ( D oz, at £y — 00 ( )
(b) RS12552
811'1-13 82’&1‘13 8]’513 o (91113 8’&“
=0 - = = U 28-a, b
Ox; ’ ox? 0x; e Oxy e Oxy’ (28-a, )
subject to
’l.iilg =0 at T2 = Yy, (28—(3)
. Otijiz . Olig13
— 0; =0 t . 28-d
D13 2+(8x2 + Bz, at r9 — 0o ( )
(C) RcS22S32
aﬁizg 821.)@'23 ajj23 81?23 87122
= — = =Up—— + U 29-a, b
ox, 0 0z 0m % om s, (29-a, )
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subject to
di23 =0 at T2 = Y, (29—(3)
— ].)'23 (51'2 + ﬁ + ﬂ =0 at x9 — 0. (29—d)
(9@ 6’@

Group (IV): Coupling through the heat flux (1 system): Rgn
ou;’ %! Op

=0 — = —06,, 30-a, b
ox; ’ ox?  Ox; ! (30-a, b)
subject to
w' =0 at zy =y, (30-c)
(9u~’ (9u2’
—p'd; - =0 atxy— o0. 30-d
p 2+<8x2+8xi> at x9 — 00 ( )

Group (V): Forcing by the outer stress (3 systems): RZSko

= ~ ey 31-a, b
Ow; T 0x? Owmy ek Oz, T Oy’ (8l-a, b)
subject to
Ui, =0 at 29 = Y, (31-c)
O, Oy,
— D 0; =0 t 19 — o0. 31-d
Dy, 0i2 + (8@ + oz, at ro — 00 ( )
Group (VI): Forcing by a constant, buoyancy-related term (1 system): R,
out o%uf  opt TauT
L i OP ot 32-a, b
Gxi ’ 817? (91:1 uﬂax/ ( & )
subject to
uf=0  at zy =y, (32-c)
out Oul
—pté : 21 =0 atay — oo 32-d
p 12+<0$2+3x,~> at xo — 00 ( )
. . . OSk2
Group (VII): Forcing by outer stress time fluctuation (3 systems): R o
ouly, O*ul,  Op}
ik — ik k:vi7 33_,b
oz; ’ ox? ox; Uik (33-a, b)
subject to
uy =0 at zy =y, (33-c)

t t
ouj,,  Ouby

— Pl Oia + ((%2 + oz, ) =0 at xy — oo. (33-d)
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B AUXILIARY SYSTEMS FOR THE TEMPERATURE AT

ORDER ¢2

The eight microscopic auxiliary systems, defining the problem of the order € tempera-

ture, are arranged as follows:

Forcing by 2" derivative of the outer temperature (3 systems):

00X},
O _ _,00
axf 8xk’
subject to
06, ~
0220 at X9 = Yy, —k — 06y at xy — 0.
(91;2

Coupling through the outer stress (3 systems): PrRg nSks

o0 00
=5 = Wik7—
subject to
007
0y =0 at x9 = yu, E—0 at 29 — .
81'2

Forcing by the outer temperature gradient (1 system): PrRZn

020 .00
— = U
85(722 ¢ 6%’
subject to
89**

=0 at xy — 00.

0 =0 at x9 =y, 3
T2

0
Forcing by time fluctuations of the outer heat flux (1 system): Pr Rga—z

0%0t -
oY g
0z? ’

)

(34-a)

(34-b, c)

(35-a)

(35-b, ¢)

(36-a)

(36-b, ¢)

(37-a)
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subject to

00"

8_1‘2 =0 at Ty —» OQ. (37—b, C)

' =0 at x5 = Yo,

C SMOOTH SURFACE CASE: SPECIFICATIONS OF THE
TWO-DIMENSIONAL GRID

near-wall layer

68 I I 1 I
0 20000 40000 60000 80000 100000 120000

Nint.

Figure 23: Description of the two-dimensional grid of the smooth plate case. A graphical
representation of the solution dependence on the number of cells in the vicinity of the wall,
Nint., is provided in the bottom frame. Grid convergence is achieved for a number of cells in
the near-wall layer above 10°. Gr = 5.563 x 108, Pr = 0.712.
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The two-dimensional grid structure is shown in Fig. 23. Special care is devoted to
the domain discretization near the wall. A near-wall layer is thus defined to include
the viscous and the thermal boundary layers where the Xs-gradients of velocity and
temperature are significant. A rough estimate of the thickness of the boundary layer
may be obtained based on the classical Squire-Eckert theoretical prediction (Llenhard &
Lienhard, 2019). Accordingly, the thickness of the boundary layers ) (assuming 5thermal ~
5mcous) can be calculated based on the vertical location along the plate (z;) and the local
Grashof number (Gr,) as follows:

. 0.952 + Pr]%%
5:3.936551{ + T]

G Pt 38)

The maximum boundary layer thickness is reached at the end of the plate, with ; = L
and Gr, = Gr = 5.563 x 10®. From Eq. (38), the maximum boundary layer thickness
is about 0.034L. As shown in Fig. 23 (top), the thickness of the near-wall layer for the
most refined mesh is taken equal to 0.06L.

A grid-dependency study is carried out by successively refining the mesh near the
surface, until the results of the surface-averaged Nusselt number converge, as shown in
Fig. 23 (bottom). For all grids tested, the mesh growth rate in the wall-normal direction
is 1.02, and the maximum cell aspect ratio is kept below 10 by refining the streamwise
and the normal directions simultaneously. The reported value of the average Nusselt
number is estimated to be 75.055 based on Richardson’s extrapolation of the results on
the two finest meshes.

D SMOOTH SURFACE CASE: FURTHER VALIDATION OF
THE NUMERICAL RESULTS

The similarity solution by Ostrach (1953) provides a valuable database for the vali-
dation of the velocity and the temperature fields. According to Ostrach’s model, the

Uy
é\/Grr7
T—"1T. ) o Gr
ture, © = ————_ are functions of a similarity parameter, n = ( x) —, for a given
Ty — T 4 Xl
Prandtl number. A comparison between the present numerical results at different sec-

tions along the plate and the similarity solution is presented in Fig. 24. It is noticeable
that the present results for both the velocity and the thermal fields are in good agreement
with Ostrach’s, especially at relatively low values of 7, i.e., close to the wall. A similar
conclusion was drawn when Ostrach compared the results of his model to experimental
data from the literature, finding that the agreement was not perfect near the outer edge
of the boundary layer. The slight deviation between the present results and Ostrach’s
solution away from the wall may be attributed to the fact that, unlike the present nu-
merical setup, Ostrach’s model considered a domain of infinite width, for the fields far

dimensionless streamwise velocity, U2 = and the dimensionless tempera-
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Figure 24: Smooth surface case: validation of the results of velocity and thermal fields with
the reference similarity solution by Ostrach (1953) at Pr = 0.712.

from the plate to be unperturbed.

E FEATURE-RESOLVING SIMULATIONS OF THE RIBBED
SURFACE AT DIFFERENT VALUES OF e: COMPARA-
TIVE DESCRIPTION OF RUNNING-AVERAGE FIELDS.

The running-average fields, obtained from different fully-featured simulations, along the
vertical plane X, = 0 and across a normal section at the middle of the plate are presented
in Fig. 25 in a comparative manner to get an idea about the effects of increasing e on the
flow characteristics. Note that the results of the corresponding smooth surface simulation
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% 0005 001 0015 002 0025 003 003 0 0005 001 0015 002 0025 003 0035
X5 X3
Figure 25: Fully-featured simulations with different values of e: (top) running-averaged be-
haviours of the dimensionless streamwise velocity (left) and temperature (right) along the plane
X2 = 0; (bottom) running-averaged profiles of the dimensionless streamwise velocity (left) and
temperature (right) across a normal section at X; = 0.5. Curves are: smooth surface (dashed
1

black line), € = 155 (blue line), ¢ = 8—14 (green line), e = & (yellow line), e = o (red dotted

line), e = -5 (solid black line). For all cases, é = 3.75, Gr = 5.563 x 108, Pr = 0.712.

and the previously shown results of the case ¢ = — are included in the figure. The

analysis of the velocity and the temperature distributions along the fictitious boundary
(Fig. 25-(top)) reveals that the slip velocity (deviation from U; = 0) and the thermal
slip (absolute deviation from © = 1) increase with €, which qualitatively agrees with the
dependence given in Egs. (21-a and 21-c¢). The magnitude of the normal temperature
gradient at the wall decreases with ¢, i.e. the heat transfer from the wall is reduced. It
is also observed that the temperature level away from the surface is lower as € increases,
which in turn yields a reduction of the buoyancy term in the momentum equation, thus
flattening the velocity peak.
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SUPPLEMENTARY MATERIAL

This part includes supplementary data related to the main article “A homogenization
approach for buoyancy-induced flows over micro-textured vertical surfaces” by Essam
Nabil Ahmed, Alessandro Bottaro and Giovanni Tanda.

S1 Numerical results of O(¢") systems: e/f = 0.25, yo, =5
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Figure S1: Numerical results in the proximity of the solid surface for: (left) wu11; (center) wo;;
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Figure S2: Numerical results for 133 in the proximity of the solid surface.

The systems Sio represent the forcing of the leading-order problem by the three outer
stresses (streamwise, normal, and spanwise). For the sub-system (Sj3), the results of
the Stokes problem (w11, 21, p1) near the rib are shown in Fig. SI1. The only result
of interest is 1, which increases monotonically with the coordinate x5 until reaching a
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value of 5.0396 at zo = y,, = 5. The result of the decoupled Laplace problem for the
sub-system (S32) is shown in Fig. S2. The value of 433 monotonically increases with s,
reaching the value 5.0861 at the matching surface xo = Yy, = 5. The system R¢
represents the leading-order effect of the buoyancy force on the microscale problem. The
results of the Stokes problem (u!, u}, p) in the vicinity of the rib are shown in Fig. S3.
The only result of interest is ui which monotonically increases at a slowing rate with the

coordinate xo, reaching a value of 12.7002 at x5 = Yo, = 5.
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Figure S3: Numerical results in the proximity of the solid surface for: (left) ul7 (center) u;
(right) p'.

S2 Numerical results of O(e!) systems: e¢/¢ = 0.25, y,o = 5

For the temperature problem, the similarity between the Laplace system describing the
microscopic parameter  and that describing i3 allows for a solution of @ identical to
that shown in Fig. S2. The velocity-related problems may be categorized as follows:
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