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The conditions leading to transition and turbulence appearance at the bottom of a solitary waveare determined by
means of a linear stability analysis of the laminar flow in the bottom boundary layer. The ratio between the wave
amplitude and the thickness of the viscous bottom boundary layer is assumed to be large and a ’momentary’
criterion of instability is used. The results obtained show that the laminar regime becomes unstable, during
the decelerating phase, if the height of the wave is larger than a threshold value which depends on the ratio
between the boundary layer thickness and the local water depth. A comparison of the theoretical results with
the experimental measurements of Sumer et al. (2010) seems to support the stability analysis.

Keywords: boundary layer stability, coastal engineering, solitary waves

INTRODUCTION
Even though in nature it is not easy to observe a truly solitary wave (Shore Protection Manual, 1984),

the solitary wave model provides a fair description of sea waves when they approach the nearshore region
(Munk, 1949). Moreover, the solitary wave model approximate the long waves generated by earthquakes
and landslides (tsunami). Therefore, a lot of studies have been made of the flow generated by the propagation
of a solitary wave. The Reynolds number is usually quite large and it is possible to split the fluid domain
into an inviscid region and viscous boundary layers. A review of the analyses of the flow in the inviscid
region can be found in Miles (1980). Even if the bottom boundary layer is quite thin, the description of
the flow close to the bottom is quite important since the propagation of a solitary wave can mobilize large
amounts of sediment and give rise to significant erosion and deposition processes. In the recent years, many
studies have been made of the boundary layer at the bottom of a solitary wave but many of them consider the
laminar regime. For example, Liu & Orfilia (2004) introduced the Boussinesq approximation and derived
depth integrated continuity and momentum equations for transient long waves. The resulting equations
are differential-integral equations, in terms of the depth-averaged horizontal velocity and the free surface
displacement, in which viscous effects are taken into account by convolution integrals. Then, Liu et al.
(2007), using Liu & Orfilia’s (2004) solution, examined the boundary layer under a solitary wave and found
that the velocity inside the bottom boundary layer reverses its direction during the decelerating phase, even
though the free-stream velocity always points in the direction of wave propagation.

The velocity field in the turbulent boundary layer under a solitary wave has been recently obtained by
Vittori & Blondeaux (2008, 2011) by means of direct numerical simulations. Vittori & Blondeaux (2008,
2011) assumed that turbulence structure is unaffected by the ’slow’ spatial variations of the inviscid external
flow and used a ’local’ model. Their results show that the flow regime is laminar if the wave height is
relatively small. Turbulence starts to appear if the wave height exceeds a threshold value which depends on
the ratio between the boundary layer thickness and the water depth. Moreover, the numerical simulations
show that, close to the critical conditions, turbulence appears only during the decelerating phase. Turbulence
is generated also during the accelerating only the the wave height is much larger that its critical value. The
numerical results have also shown that also in the turbulent regime, the velocity reverses its direction and
points offshore during the late decelerating phase.

The recent laboratory measurements of Sumer et al. (2010) have shown that the transition between the
laminar regime and the turbulent regime depends on the value of the Reynolds numberRe defined by Sumer
et al. (2010) asRe = 4H3/2/

(√
3δ2
)
, whereH is the ratio between the wave heightH∗ and the water depth

h∗ and δ is the ratio between the boundary layer thickness δ∗ and h∗. Indeed, when the Reynolds number
is smaller than 2× 105, the velocity field does not deviate from the laminar solution described by Liu et al.
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(2007). However, for values of Re slightly larger tha 2 × 105, the values of the bed shear stress measured
by Sumer et al. (2010) show large peaks which are related to the appearance of quasi-two-dimensional
vortex tubes. Moreover, an increase of the Reynolds number above 5 × 105 leads to the appearance of
multiple irregular spikes in the measured values of the bed shear stress which are originated by turbulence
appearance.

In the present work, we consider the bottom boundary layer generated by the propagation of a solitary
wave and we brielfy summarize the linear stability analysis of the laminar regime made by Blondeaux et al.
(2012). The analysis introduces a ’momentary’ criterion for instability as that used by Shen (1961) and by
Blondeaux & Seminara (1979) to investigate the stability of the oscillatory bottom boundary layer generated
by monochromatic linear surface waves. In particular, the transition is assumed to take place for large values
of the Reynolds number such to assume that the growth of the perturbations takes place on a time scale much
faster than the time scale of the basic flow. A normal mode decomposition is applied and the analysis is
carried out by considering the generic Fourier component of the perturbation. Finally, taking into account
the results of Conrad & Criminale (1965), the analysis considers only two-dimensional perturbations which
are more unstable than three-dimensional perturbations. The results explain the appearance of the vortex
tubes observed by Sumer et al. (2010) and predict their spacing, even though the critical value of the
Reynolds number is underestimated. A justification of the latter finding is provided in the discussion of the
results.

THE BASIC FLOW
The propagation of a two-dimensional solitary wave of height H∗ is considered. The water depth

h∗ is assumed to be constant. A Cartesian coordinate system (X∗1 , X
∗
2 , X

∗
3 ) is introduced, having the

(X∗1 , X
∗
3 )-plane coincident with the bottom, the X∗1 -axis in the direction of wave propagation and the

X∗2 -axis pointing in the up-ward direction (a star denotes dimensional quantities). As pointed out in the
introduction, the Reynolds number of the phenomenon turns out to be large and the flow field can be split
into i) a core region, where the velocity field is irrotational and the fluid behaves like an inviscid fluid,
and ii) two boundary layers, where viscous effects are important. The description of the flow into the
inviscid region can be obtained by assuming that the height H∗ of the wave is much smaller than the local
water depth h∗ and that the latter is much smaller than the length L∗ of the wave. In particular the ratio
H = H∗/h∗ is assumed be of the same order of magnitude as µ2 = h∗/L∗ (Boussinesq approximation).
If terms of order H2 are neglected, the free surface elevation η∗ with respect to the still water level and the
horizontal velocity component induced by the propagation of the solitary wave were obtained by Grimshaw
(1971) and are

η∗(X∗1 , t
∗) = H∗sech2

(√
3H
4
X∗1 −

√
g∗h∗t∗

h∗

)
(1)

V ∗1 (X∗1 , t
∗) = H

√
g∗h∗sech2

(√
3H
4
X∗1 −

√
g∗h∗t∗

h∗

)
, (2)

The vertical velocity component is much smaller than the horizontal component and turns out to be

V ∗2 (X∗1 , X
∗
2 , t
∗) = −H3/2

√
3g∗h∗

(
X∗2
h∗

)
sech2

(√
3H
4
X∗1 −

√
g∗h∗t∗

h∗

)
tanh

(√
3H
4
X∗1 −

√
g∗h∗t∗

h∗

)
(3)

In the following, the surface boundary layer is not considered, because it is much weaker than that
located close to the bottom.

The solution in the inviscid region suggests that ∂
∂t∗ ∼

√
g∗h∗

h∗ while ν∗ ∂2

∂x∗22
∼ ν∗

δ∗2
, where ν∗ is the

kinematic viscosity of the sea water (hereinafter the scaling introduced by Grimwshaw (1971) is used since
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it avoids the appearance of the parameter µ into the problem). Hence, the boundary layer thickness δ∗ turns
out to be O

(√
ν∗h∗√
g∗h∗

)
which is much smaller than h∗. Moreover, an order of magnitude analysis suggests

that i) the vertical velocity component is negligible, ii) the pressure is independent of the vertical coordinate,
iii) the horizontal velocity component v∗b1 in the boundary layer, which depends only parametrically on the
coordinate X∗1 , can be obtained by solving

∂v∗b1
∂t∗

=
∂V ∗1
∂t∗
|X2=0 + ν∗

∂2v∗b1
∂X∗22

(4)

where the streamwise pressure gradient term has been replaced by ∂V ∗1 /∂t
∗|X∗

2 =0. Of course, the flow
field described by (4) should match the irrotational flow outside the boundary layer and satisfy the no-slip
condition at the bottom. The solution can be found following the procedure described by Mei (1989) and
reads

v∗b1(X
∗
1 , X

∗
2 , t
∗) = V ∗1 (X∗1 , t

∗) (5)

−H
√
g∗h∗

2√
π

∫ ∞
0

sech2

[√
3H
4

(
X∗22

√
g∗h∗

4ν∗h∗ξ2
+
X∗1 −

√
g∗h∗t∗

h∗

)]
e−ξ

2
dξ

THE STABILITY ANALYSIS
Since, the aim of the analysis is the study of the stability of the flow in the bottom boundary layer, let us

introduce dimensionless spatial and temporal coordinates (x1, x2, x3), t defined by

(x1, x2, x3) =
(X∗1 , X

∗
2 , X

∗
3 )

δ∗
, t =

t∗
√
g∗h∗

h∗
(6)

where δ∗ is given by

δ∗ =

√
2ν∗h∗√
g∗h∗

(7)

Moreover, let us use dimensionless velocity components (v1, v2, v3) and dimensionless pressure field p
defined by

(v1, v2, v3) =
(v∗1 , v

∗
2 , v
∗
3)

H
√
g∗h∗

, p =
p∗

ρ∗Hg∗δ∗
(8)

ρ∗ being the density of the sea water.
Because of Squire’s theorem, let us consider two-dimensional perturbations of the flow field described

by (5). The velocity and the pressure are thus given by

(v1, v2, p) = (vb1, 0, pb) + ε(vp1, vp2, pp) (9)

where the dimensionless velocity vb1 = v∗b1/(H
√
g∗h∗) of the basic flow is provided by (5).

If the amplitude ε of the perturbation is assumed to be much smaller than one, it is possible to study the
time development of the perturbations by neglecting nonlinear terms and to consider the following equations
which are obtained by continuity and momentum equations.

∂vp1
∂x1

+
∂vp2
∂x2

= 0 (10)

∂vp1
∂t

+
H

δ

[
vb1

∂vp1
∂x1

+ vp2
∂vb1
∂x2

]
= −∂pp

∂x1
+

1
2

[
∂2vp1
∂x2

1

+
∂2vp1
∂x2

2

]
(11)
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∂vp2
∂t

+
H

δ

[
vb1

∂vp2
∂x1

]
= −∂pp

∂x2
+

1
2

[
∂2vp2
∂x2

1

+
∂2vp2
∂x2

2

]
(12)

where the dimensionless parameter δ

δ =
δ∗

h∗
(13)

is introduced. Mass conservation can be forced by introducing a stream function ψ such that

(vp1, vp2) =
(
∂ψ

∂x2
,− ∂ψ

∂x1

)
. (14)

Then, eliminating the pressure field from (11) and (12), the linearized vorticity equation is obtained

∂3ψ

∂t∂x2
1

+
∂3ψ

∂t∂x2
2

+
H

δ

[
vb1

(
∂3ψ

∂x3
1

+
∂3ψ

∂x2
2∂x1

)
− ∂2vb1

∂x2
2

∂ψ

∂x1

]
=

1
2

(
∂4ψ

∂x4
1

+ 2
∂4ψ

∂x2
1∂x

2
2

+
∂4ψ

∂x4
2

)
(15)

Since the perturbations are assumed of small amplitude and the problem has been linearized, a normal mode
approach is used. Hence, the generic spatial component along the x1-axis is considered. Taking into account
that, for field conditions, the thickness δ∗ of the viscous boundary layer is much smaller than the height H∗

of the wave, the value of the ratio H/δ appearing in (15), turns out to be much larger than one. As pointed
out by Blondeaux et al. (2012), simple algebra shows that the ratio H/δ is equal to the ratio between
the characteristic temporal scale of the wave motion h∗/

√
g∗h∗ (see 6) and the convective temporal scale

characteristic of the time development of the perturbation δ∗/(H
√
g∗h∗) (the latter is assumed to be equal

to the ratio between the thickness of the bottom boundary layer and the scale of the fluid velocity (see 8)).
Therefore, the amplitude of the perturbation can be assumed to grow on a time scale much faster than that
which characterizes the time development of the basic flow and a ’momentary’ criterion for instability can
be used (see Shen (1961) and Blondeaux & Seminara (1979)). It follows that the stream function appearing
in (15) can be written in the form

ψ(x1, x2, t) = Real
{
f(x2, t) exp

[
iα

(
x1 −

H

δ

∫
c(τ)dτ

)]}
+ h.o.t. (16)

where α is the streamwise wavenumber of the generic Fourier component of the perturbation, the real
part (cr) of c is the wave speed and the imaginary part (ci) provides the growth/decay of the perturbation.
Moreover, h.o.t. indicates higher order terms.

An ordinary differential equation for f can be obtained by substituting (16) into (15)

[vb1(x2, t)− c(t)]N2f(x2, t)−
∂2vb1(x2, t)

∂x2
2

f(x2, t) =
1

2iα(H/δ)
N4f(x2, t) (17)

where t is just a parameter and the operator N2 is defined by

N2 =
∂2

∂x2
2

− α2. (18)

The problem is closed by the homogeneous boundary conditions at the bottom and far from it. Indeed,
the perturbation of the velocity should vanish both at the wall and far from it. The viscous term, which is
of order 1/(H/δ), is retained in (17), since it cannot be neglected within a viscous layer close to the wall
and possible critical layers. As discussed in Blondeaux et al. (2012), a formal approach would require the
solution of the inviscid version of (17) and the matching of the inviscid solution with the solution in the
viscous and critical layers. However, this procedure involves a lot of heavy algebra. Since, Blondeaux &
Vittori (1994) showed that the direct solution of the equation (17) provides the same results of the more
rigorous approach, the direct solution has been preferred.
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Figure 1. Dimensionless growth rate ci plotted versus the wave phase θ for h∗ = 1.87 m and H∗ = 0.22 m
considering an harmonic component of the perturbation characterized by a wavelength λ∗ equal to 2.94 cm.

We note that the time t∗ and the coordinate X∗1 appear into the problem only in the combination θ =
X1 − t, which can be considered as the phase of the solitary wave and a parameter of the problem. Hence,
equation (17) is solved for different values of θ which correspond to different locations and/or to different
phases within the wave cycle. In the discussion of the results, the location characterized by X1 = 0 is
considered such that a vanishing value of θ corresponds to the passage of the wave crest.

A numerical approach is used to solve the problem. A compact finite difference approach of fourth-order
is used to discretize equation (17). The matching with the inviscid solution is forced at x2 = 30. To find a
non-trivial solution, it is necessary to force an eigenrelation which provides the value of c as function of α
and the other parameters of the problem. The least stable eigenvalue is obtained by inverse iteration.

DISCUSSION OF THE RESULTS
Even though the problem is formulated in dimensionless form and the solution is obtained using

dimensionless variable, the results are discussed using physical dimensional variables to allow the practical
relevance of the results to be evaluated. If the kinematic viscosity of sea water is considered and ν∗ is
fixed equal to 1.0 × 10−6, the stability problem previously formulated depends on the water depth h∗, the
wave height H∗ and the dimensionless parameter θ which is related to the phase of the solitary wave. In
the following, the eigenrelation and the eigensolution are determined for fixed values of h∗ and H∗ and by
varying the phase θ within the wave cycle. Since the value of the coordinate X∗1 is considered fixed and
equal to zero, values of θ smaller than zero correspond to phases before the passage of the wave crest while
values of θ greater than zero to phases after the passage of the crest.

Figure 1 shows the phase dependence of the dimensionless growth rate ci of the harmonic component
characterized by a wavelength λ∗ = 2.94 cm, for h∗ = 1.87 m and H∗ = 0.22 m. The values of the
parameters h∗ and H∗ are those describing the experiment of Sumer et al. (2010) characterized by a
maximum value of the free stream velocity U∗0m = 50.9 cm/s and T ∗ = 4πh∗/

√
3g∗H∗ = 9.3 s (Re =

3.8 × 105). The value λ∗ = 2.94 cm (α = 0.2) has been chosen because it is the critical wavelength,
i.e. it corresponds to the harmonic component which is first destabilized. During the accelerating phase,
the value of ci is negative and the harmonic component characterized by λ∗ = 2.94 cm tends to decay.
The growth rate ci keeps negative during the early decelerating phase, thus showing that the harmonic
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Figure 2. Dimensionless value of cr plotted versus the wave phase θ for h∗ = 1.87 m andH∗ = 0.22 m considering
an harmonic component of the perturbation characterized by a wavelength λ∗ equal to 2.94 cm.

component is stable also after the passage of the wave crest. However, as soon as the dimensionless wave
phase θ becomes larger than about 1.0, the growth rate becomes positive and the harmonic component
characterized by a wavelength equal to 3.9 mm tends to grow. Figure 2 shows the value of cr, which is a
quantity strictly related to the migration speed of the perturbation component. Up to about θ = 4.4, the value
cr is positive, thus indicating that the perturbation component migrates in the direction of wave propagation.
Only, for values of θ larger than 4.4, cr becomes negative showing that the perturbation component reverses
its velocity at the late decelerating phase because of flow reversal within the boundary layer.

Similar results are obtained for different values of λ∗ and the stability/instability of the flow within the
bottom boundary layer can be analysed by looking at figure 3, which shows the value of ci as function of
the wave phase θ and λ∗ for the same values of h∗ and H∗ as those considered in figures 1 and 2. In the
plane (θ, λ∗) a region can be observed where the value of ci is positive, thus indicating that i) the laminar
regime is unstable, ii) the instability takes place during the decelerating phase, iii) a two-dimensional wave
is generated by the instability of the basic unidirectional flow. Indeed, if the fastest growing mode (f.g.m.)
is assumed to prevail on the other modes, the linear analysis predicts the appearance of a periodic pattern
characterized by a wavelength λ̂∗ which gives rise to the maximum growth rate for a given value of θ.
Moreover, a periodic pattern is predicted to appear for θ > θc, i.e. as soon as ci becomes positive. Because
of the slow temporal variation of the basic flow, the wavelength λ̂∗ of the most unstable harmonic component
depends on the phase within the wave cycle. Hence the periodic pattern, the appearance of which is predicted
by the analysis, would be characterized by a wavelength which depends on time. However, as pointed out
by Blondeaux et al. (2012), the wavelength of the perturbation cannot change continuously but only through
the appearance of defects. Unfortunately, the growth of these defects cannot be determined by using a linear
approach. Therefore, in the following, the wavelength of the periodic patterns which are expected to appear
is assumed to be coincident with that predicted for the critical value of the paramenter θ, i.e. at θ = θc.
This procedure is supported by the analysis of the movies of Sumer et al. (2010) which can be seen at
http://journals.cambridge.org in the supplementary material of the paper. In fact, the experimental results
of Sumer et al. (2010) do not show any significant change of the distance between adjacent vortex tubes
as they develop. The results of figure 3 show that θc is equal to about 1.0 and λ̂∗ evaluated at θ = θc is
equal to about 2.94 cm. The reliability of the analysis has been ascertained by comparing the theoretical
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Figure 3. Growth rate ci ( continuous line, ci > 0; continuous thick line, ci = 0; ∆ci = 0.005) plotted versus θ and
λ∗ for h∗ = 1.87 m and H∗ = 0.22 m.

findings with the experimental measurements of Sumer et al. (2010). Indeed the movies of Sumer et al.
(2010) allow an estimate of the wavelength of the fastest growing mode to be obtained, if the growth of
the latter is assumed to give rise to the vortex tubes observed in the experiments. For U∗0m = 50.9 cm/s
and T ∗ = 9.3 s, the average distance between the adjacent vortex tubes recorded by Sumer et al. (2010)
is about 2.3 cm, a value which is close to the value predicted by the analysis. Moreover, a periodic pattern
is observed 1.53 s after the free stream velocity attains its maximum, i.e. at θ = 3.18. A fair agreement is
found between the theoretical results and the experimental data as far as the wavelength of fastest growing
mode is considered. On the other hand, the value of θ at which the periodic patterns are predicted to appear
is significantly underestimaed. This finding can be explained considering that the perturbation takes some
time to attain an amplitude large enough to be observed. The theoretical predictions are compared with
all the flow visualizations which are available at http://journals.cambridge.org and with a further movie
which has been made available by the experimentalists. As discussed by Blondeaux et al. (2012), results
similar to the previous ones are found for all the experiments available at http://journals.cambridge.org in the
supplementary material of the paper and for a further experiments kindly provided by Sumer and cowokers.

The results of Vittori & Blondeaux (2008, 2011), which are obtained by means of direct numerical
simulations of Navier-Stokes and continuity equations, show that turbulence appearance is observed when
the ratio H between H∗ and h∗ is larger than a critical value Hc, which depends on the ratio δ = δ∗/h∗.
This behaviour of Hc(δ) was observed also in the experiments of Sumer et al. (2010). Indeed, Sumer et al.
(2010) defined the Reynolds number as Re = 4H3/2/(

√
3δ2) and observed vorted tubes when Re is larger

than 2 × 105. Even though the qualitative behaviour of the results of the present stability analysis agrees
with that found by Vittori & Blondeaux (2008) and Sumer et al. (2010), significant quantitative differences
are found. Indeed, the present stability analysis indicates instability of the laminar regime for values of H
smaller than those predicted numerically and/or observed experimentally. For example, for h∗ = 0.58 m,
the theoretical results show that the critical value of H∗ falls around 1.5 cm (see figure 4), a value which is
much smaller than that proposed by Sumer et al. (2010) and predicted numerically by Vittori & Blondeaux
(2008). This finding can be understood looking at figure 5, which shows results obtained by means of direct
numerical simulations made with the same code used by Vittori & Blondeaux (2008). In particular, figure 5
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Figure 4. Growth rate ci (continuous line, ci > 0; continuous thick line ci = 0; ∆ci = 0.01) plotted versus θ and λ∗
for h∗ = 0.58 m and a) H∗ = 1.5 cm b) H∗ = 11.6 cm, c) H∗ = 23.2 cm, d) H∗ = 34.8 cm.

shows the dimensionless kinetic energy per unit area K of the flow perturbations plotted versus the phase θ
within the wave cycle for h∗ = 0.58 m and different values of H∗.

For H∗ = 1.5 cm the value of K is negligible during the whole wave cycle as predicted by the present
linear stability analysis (see figure 4a). If H∗ is slightly increased, K grows during the late decelerating
phase as predicted by the present linear stability analysis. However up toH∗ = 23.2 cm, the growth ofK is
weak and does not lead to the appearance of detectable perturbations of the velocity field which is practically
coincident with that predicted by (5). Only when H is equal to 29 cm or larger, the strength attained by the
perturbations is significant and the flow deviates from the laminar flow. Of course, the process is continuous
and there is some arbitrariness in defining the value of H∗ which gives rise to significant perturbations.
Indeed both Vittori & Blondeaux (2008, 2011) introduced an arbitrary threshold value of K to discriminate
between the laminar and the turbulent regimes. The results plotted in figure 5 explain also the differences
between the values of θc predicted by the present stability analysis and those at which Sumer et al. (2010)
observed vortex tubes. Indeed, figure 5 shows that there is a significant time delay between the beginning of
the growth of the perturbations and the phase at which they attain a significant level. When comparing the
present theoretical results with the numerical finding of Vittori & Blondeaux (2008) and the experimental
measurements of Sumer et al. (2010), the reader should consider that for small values of H∗ the stability
analysis is not expected to provide accurate quantitative results because the ratio H∗/δ∗ is not large enough
in order to reliably apply a “momentary” criterion for instability.

CONCLUSIONS
The stability analysis previously described and the results it provides show that the laminar boundary

layer at the bottom of a solitary wave, propagating over a constant water depth, is unstable if the height
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Figure 5. Dimensionless kinetic energy K of flow perturbations plotted versus θ for h∗ = 0.58 m and different
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of the wave exceeds a threshold value which depends on the thickness of the boundary layer. In the range
of the parameters presently investigated, the instability takes place during the decelerating phase of the
wave cycle. The wavelength of the fastest growing mode, at the critical conditions, is found to be similar
to the distance between the adjacent vortex tubes observed experimentally by Sumer et al. (2010). A
comparison of the theoretical results with the numerical findings of Vittori & Blondeaux (2008) and the
experimental visualizations of Sumer et al. (2010) seems to indicate that the stability analysis underpredicts
the threshold value of the wave height triggering the instability of the laminar regime. However, a careful
analysis of the results shows that the discrepancy between the predictions of the linear stability analysis and
the numerical/experimental results can be explained by considering the unsteady character of the basic flow
which does not allow a significant growth of the perturbation to be attained during the early stages of the
instability.
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